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ABSTRACT

The ocean–atmosphere coupling in the North Atlantic is investigated during the twentieth century using
maximum covariance analysis of sea surface temperature (SST) and 500-hPa geopotential height analyses and
performing regressions on dynamical diagnostics such as Eady growth rate, wave activity flux, and velocity
potential. The North Atlantic Oscillation (NAO) generates the so-called SST anomaly tripole. A rather
similar SST anomaly tripole, with the subpolar anomaly displaced to the east and a more contracted sub-
tropical anomaly, which is referred to as the North Atlantic horseshoe pattern, in turn influences the atmo-
sphere. In the fall and early winter, the response is NAO like and primarily results from subpolar forcing
centered over the Labrador Sea and off Newfoundland. In summer, the largest atmospheric response to SST
resembles the east Atlantic pattern and results from a combination of subpolar and tropical forcing. To
emphasize the interannual to multidecadal variability, the same analysis is repeated after low-pass filtering.
The SST influence is dominated by the Atlantic multidecadal oscillation (AMO), which also has a horseshoe
shape, but with larger amplitude in the subpolar basin. A warmAMOphase leads to an atmospheric warming
limited to the lower troposphere in summer, while it leads to a negative phase of the NAO in winter. The
winter influence of the AMO is suggested to be primarily forced by the Atlantic SSTs in the northern sub-
tropics. Such influence of the AMO is found in winter instead of early winter because the winter SST
anomalies have a larger persistence, presumably because of SST reemergence.

1. Introduction

The sea surface temperature (SST) in the North At-
lantic sector showsmuch variability at low frequencies. In
the instrumental record, the North Atlantic basin expe-
riences alternating basinwide warming and cooling with
an approximate periodicity of 70yr, known as Atlantic
multidecadal oscillation (AMO). Different paleoproxies
confirm the presence of such multidecadal variability
with a periodicity ranging from 20 to 70 yr (Kilbourne
et al. 2008; Sicre et al. 2008; Knudsen et al. 2011). The
AMO has been related to the Atlantic meridional over-
turning circulation (AMOC). In climate model simula-
tions without any external forcing, an intensification of the
AMOC is accompanied by a larger northward ocean heat
transport that leads to a warm AMO phase a few years
later (Knight et al. 2005; Marini and Frankignoul 2013).

At seasonal to interannual time scales, the North
Atlantic Oscillation (NAO) mainly forces the North
Atlantic SST. The NAO is the first mode of atmospheric
variability over the North Atlantic region (Hurrell et al.
2003), with the largest variability in the cold season.
The NAO is closely linked to the northern annular
mode (NAM) and is largely caused by internal tropo-
spheric processes and zonal eddy mean flow interac-
tion (DeWeaver and Nigam 2000; Franzke et al. 2004;
Thompson et al. 2003). The NAO generates SST anom-
alies mainly by turbulent heat exchanges, although
advection by anomalous Ekman currents is important
near the Gulf Stream and the North Atlantic Current,
and mixed layer changes play a role in the subpolar re-
gions (Cayan 1992; see review by Deser et al. 2010). A
positive NAO is followed by positive SST anomalies in
the western subtropical North Atlantic and negative SST
anomalies in the subpolar gyre and off the eastern coast
of North Africa, referred to as the SST ‘‘tripole,’’ with an
opposite phase for a negative NAO. In early winter, the
NAO also responds to slightly different tripolar SST
anomalies, the North Atlantic SST horseshoe (NAH)
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pattern, thus further amplifying the NAO and acting as
a positive feedback (Czaja and Frankignoul 1999, 2002;
Watanabe and Kimoto 2000a; Drévillon et al. 2001).
The NAH is broadly similar to the tripole, but the
subpolar SST anomaly is displaced eastward, and the
subtropical anomaly is more contracted, so that there is
a crescent-shaped anomaly joining the subpolar and
the tropical poles on the eastern Atlantic. Such SST
influence has also been found in sensitivity studies with
atmospheric models (Kushnir et al. 2002; Peng et al.
2003; Deser et al. 2007). The SST anomalies imprinted
by the NAO during the cold season can also reemerge
the following fall when the mixed layer deepens
(Watanabe and Kimoto 2000b; Timlin et al. 2002; de
Coëtlogon and Frankignoul 2003), which may again
influence the NAO (Cassou et al. 2007).
Whether such active ocean–atmosphere coupling has

a significant influence on the decadal climate variability
has been mostly investigated using climate models.
Compared to the NAH, the AMO spatial pattern has a
larger amplitude in the subpolar region and no anomaly
along the Gulf Stream and the North Atlantic Current.
Although the North Atlantic Ocean seems to be mostly
passive in many climate models (e.g., Delworth and
Greatbatch 2000; Dong and Sutton 2005), two-way
ocean–atmosphere interactions in the North Atlantic
can be the dominant players, as in Timmermann et al.
(1998). Gastineau and Frankignoul (2012) showed that
AMOC intensification and the associated subpolar
warming lead to a negative NAO in winter in six climate
models, but Frankignoul et al. (2013) found an opposite
atmospheric response in Community Climate System
Model, version 3 (CCSM3), so that coupled models fail
to simulate a consistent AMOC response in winter. In
the observations, a positive correlation at interannual
and longer time scales between the AMO and the NAH
anomaly that precedes the NAO was also found in
Gastineau et al. (2013). During the warm season, the
AMO was reported to have a large influence for the
precipitation (Sutton and Hodson 2005), especially in
northeastern Brazil (Folland et al. 2001), the U.S. Great
Plains (Enfield et al. 2001; McCabe et al. 2004; Nigam
et al. 2011), and Sahel (Knight et al. 2006; Mohino et al.
2011), and it was also related to hurricane activity
(Goldenberg et al. 2001). The AMO impacts in winter
have been less studied, although some recent studies
showed that the warm AMO phase resulted in more
frequent negative NAO, which promotes the occur-
rence of cold days over Europe and North America
(Ting et al. 2011, 2014; Omrani et al. 2014; Peings and
Magnusdottir 2014).
However, the relationship and the causality among

the North Atlantic SST tripole, NAH, AMO, and

atmosphere and the underlying mechanisms are still
unclear. Although the instrumental observations cover
the period from 1870 to the present day, only two ‘‘os-
cillations’’ of the AMO occurred, and the quality of at-
mosphere data in the European sector is limited before
the mid-twentieth century, when atmospheric soundings
are scarce. Furthermore, other factors influence the at-
mosphere in the North Atlantic, such as Eurasian snow
cover (e.g., Cohen and Jones 2011), Arctic sea ice (e.g.,
Petoukhov and Semenov 2010; Li and Wang 2013;
Frankignoul et al. 2014), or El Niño–Southern Oscilla-
tion (Mathieu et al. 2004; Brönnimann et al. 2007). In
addition, the anthropogenic and natural external forc-
ings are expected to modify both the NAO and the
North Atlantic SST (Stenchikov et al. 2002; Cattiaux
and Cassou 2013; Ting et al. 2009; Booth et al. 2012), so
that care is needed to distinguish the atmospheric re-
sponse to North Atlantic SST from the response of both
fields to other factors.
In this study, we further document the relationship

between North Atlantic SST anomalies and the atmo-
spheric variability and the underlying mechanisms using a
reanalysis of the twentieth century. Section 2 presents the
data and methods. The ocean–atmosphere interactions
at the seasonal scale are discussed in section 3. Section 4
discusses the atmospheric response at the decadal scale.
A discussion and conclusions are given in section 5.

2. Data and methods

a. Analyzed dataset

The geopotential height, temperature, zonal and me-
ridional wind, surface pressure, precipitation, and snow
cover are retrieved from the NOAA–CIRES Twentieth
Century Reanalysis (20CR; Compo et al. 2011). It uses
the NCEP GFS atmospheric model with 28 horizontal
resolution and 24 vertical levels, and it is forced with
HadISST (Rayner et al. 2003). The 20CR only assimi-
lates surface pressure observations and spans the period
from 1870 to 2010, using different atmospheric initial
conditions. Both the ensemble mean and the 56 indi-
vidual members of the 20CR are considered. The data
quality seems limited prior to 1930, and some data
problems were reported before 1966, when the number
of assimilated data suddenly increased (Krueger et al.
2013). Therefore, we will consider two periods, 1930–
2010 and 1966–2010. The quasi-biennial oscillation is
lacking in 20CR, so that the downward influence from
the stratosphere is biased (Paek and Huang 2012).
Hence, the role of the stratosphere will be only briefly
discussed in the following. The precipitation and snow
cover in 20CR are consistent with observations, even
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if the summer precipitation over land has some defi-
ciencies (Lee and Biasutti 2014; Peings et al. 2013).
Therefore, we use the GPCP reanalysis (Schneider et al.
2011) instead of 20CR precipitation over land grid
points only. For consistency, the HadISST dataset is
used for SST and sea ice cover. The regions where the
seasonal climatological sea ice coverage exceeds 5% are
excluded from the SST field.
Three-month running means are calculated from the

original data and themean seasonal cycle is removed. To
distinguish the internal North Atlantic SST variability
from the global warming signal, the regression onto the
global-mean SST anomaly (calculated between 608N
and 308S, without the North Atlantic), smoothed with
a low-pass filter with a 3-yr cutoff period, is removed from
the SST anomalies. The same procedure cannot be ap-
plied to atmospheric variables since the atmosphere re-
sponds to both SST forcing and direct atmospheric
radiative forcing (Deser and Phillips 2009). Lacking

a better model, a third-order polynomial (cubic trend)
was removed by least squares fit from all atmospheric
data prior to analysis. TheAMO index is calculated as the
low-pass-filtered SST averaged over the North Atlantic
region (08–608N, 808W–08), using a fourth-order Butter-
worth filter with a 10-yr cutoff (Mann 2008). The AMO
time series show a warming starting around 1925, cooling
starting around 1965, andwarming again in themid-1990s
(Fig. 1). The regression of the global SST onto the nor-
malized AMO index shows the traditional AMO pattern
(Ting et al. 2009), with large positive SST anomalies north
of 458N, and a comma-shaped weak warming extending
in the rest of the North Atlantic basin, while cooling is
seen in the South Atlantic and Indian Oceans.

b. Maximum covariance analysis

The main patterns of covariability between the ocean
and the atmosphere are estimated with maximum co-
variance analysis (MCA). TheMCAperforms a singular

FIG. 1. Pattern of (a) AMO and (b) associated time series (K; thick black line). The AMO is
defined by the low-pass-filtered SST averaged over (08–608N, 808W–08) with a 10-yr cutoff
period. In (b), the normalizedMCASST time series leading to the JFM (thin blue line) and JJA
(thin red line) atmospheric responses at decadal time scales are also shown.
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value decomposition of the covariance matrix between
two fields (Bretherton et al. 1992). We use the 500-hPa
geopotential height (Z500) anomalies in the North At-
lantic sector (208–808N, 908W–408E) and North Atlantic
SST anomalies (108–808N, 908W–208E). The 500-hPa
geopotential height was chosen as it provides a good
measure of the tropospheric circulation (Kushnir et al.
2002), but similar results are obtained when using the
sea level pressure (SLP) instead of Z500. The results
were found to be in most cases largely insensitive to a
rotation of the MCA patterns. Each MCA mode is rep-
resented by the so-called homogeneous covariance map
for one field (regression on the same field time series)
when it leads and the heterogeneous covariance map for
the other field (regression on the MCA time series of the
other field), which preserves orthogonality (Czaja and
Frankignoul 2002). Eachmode is also characterized by its
squared covariance (SC), the squared singular value, and
the correlation (R) between the MCA time series of the
two fields. The variance fraction (VF) of Z500 (SST)
explained by the SST (Z500) is given by the average of
the squared heterogeneous correlation map, when the
SST (Z500) leads. The MCA time series were standard-
ized (divided by their standard deviation), so that the
maps show typical amplitude. In the regression and cor-
relation analysis, the statistical significance is tested with
Monte Carlo methods, using 100 permutations of 3-yr
blocks for the atmospheric fields to remove the effect of
serial autocorrelation. For the MCA, the significance is
given by the numbers of randomized SC or correlation
that exceed the values being tested.
When the atmosphere leads or is simultaneous with

SST, in most cases the MCA primarily reflects the at-
mospheric forcing of the ocean. As the intrinsic atmo-
spheric persistence is less than 1 month at extratropical
latitudes and that of the ocean is much larger, a signifi-
cant lagged relation between monthly oceanic and at-
mospheric anomalies when the ocean leads by more
than 1 month should indicate an influence of boundary
conditions onto the atmosphere. However, persistent
tropical teleconnectionsmay induce a lagged correlation
between ocean and atmosphere that is not linked to an
atmospheric response to the extratropical ocean. Fol-
lowing the method of Frankignoul et al. (2011), we re-
move these teleconnections from both atmospheric
variables and SST by multivariate regression, assuming
that they are instantaneous in the atmosphere (which is
reasonable for 3-month averages), so that they vary with
lag for the SST. The tropical SST is represented by the
first three empirical orthogonal functions (EOFs) of the
3-month running averages of SST anomalies between
208S and 208N in the whole tropics, and the regressions
are done separately for positive and negative values of

the PCs (without removing the respective means) to
take into account the asymmetry of tropical–midlatitude
teleconnections. As the ENSO teleconnections vary
with the season, the regressions are performed sepa-
rately for each season.
The relations for SST leading the atmosphere will thus

be interpreted as reflecting an atmospheric response to
SST, unless evidence is found that other concomitant
boundary forcing may have contributed to the atmo-
spheric response. As 3-month averages are used to define
each calendar month, only lags $3 months will be con-
sidered to clearly reflect an atmospheric response, with
smaller lags being likely contaminated by the atmospheric
forcing of the ocean. Note that such large lags are larger
than the time needed for the atmosphere to fully respond
to SST forcing, which is 1 or 2 months (Deser et al. 2007;
Smirnov et al. 2015).

3. Link between North Atlantic SST anomalies and
the atmosphere during the seasonal cycle

a. Significance and seasonality

The SC of the first MCA mode between SST anom-
alies and the ensemble-mean Z500 anomalies and its
significance are illustrated as a function of time lag in
Fig. 2. The largest SC is obtained in winter during
January–March (JFM), when the atmospheric variabil-
ity is largest and the atmosphere leads the ocean by 1 or
2 months. The covariance decreases at larger lag, but
increases again after lag 8, reflecting the SST reemergence
in the fall. Note the small persistence of the SST response
to the atmosphere in summer, when the mixed layer is
shallow, and the larger covariability in the more recent
period 1966–2010. By performing the MCA in moving
20-yr segments from 1870 to 2010, we found that the SC
and the correlation between the two MCA time series is
largest from the 1960s onward, which corresponds to
a strong increase in the number of assimilated data in
20CR (Krueger et al. 2013). When SST leads the atmo-
sphere, the first two MCA modes are significant in sum-
mer (SC of second mode not shown), from May–July
(MJJ) to June–August (JJA), and the first one is in fall/
early winter, with a larger SC and significance during
1966–2010. The analysis in this section is, therefore, re-
stricted to this 45-yr period, as the quality of the earlier
data might be insufficient.

b. Summer SST influence

We first illustrate the lead–lag relation between the
summer atmosphere and SST anomalies. When Z500
in JJA leads by 1 month, the first mode shows that an
anomaly similar to the east Atlantic pattern (EAP) in
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the atmosphere (Barnston and Livezey 1987) tends to
drive a dipolar SST anomaly with a strong warming
centered around 508N, 358Wand a cooling north of 608N
(Fig. 3a). The second mode shows that anticyclonic
perturbations centered between Iceland and the British
Isles primarily lead a warming in the eastern North
Atlantic and a cooling in the Nordic seas (Fig. 3b).
When Z500 follows SST [lag 3; SST in March–May

(MAM)], the first MCA mode indicates that the SST
tripole and cooling in the Nordic seas precede an anti-
cyclone over the subpolar North Atlantic during sum-
mer, which again resembles the EAP (Fig. 3c). The
second mode shows that a more horseshoe-like SST
anomaly with a strong cooling in the Gulf Stream/North
Atlantic Current region precedes a dipolar geopotential
height anomaly resembling a negative phase of the
summer NAO (defined as in Folland et al. 2009). To test
the robustness of themodes, anMCAwas performed for
all the 56members of the 20CR.As illustrated in Figs. 3e
and 3f by the frequency distribution of the SC and R
significance at lag 3 (black and red lines, respectively)
and by their nearly identical patterns (spatial correlation
of the Z500 pattern with that of the 20CR ensemble
mean in blue lines), the two modes are very robust
among all members. Since the correlation between the
MCA time series is about 0.7, and the cross-validated
correlation RCV is larger than 0.5 (Table 1), the spring
SST should lead to some useful predictive skill in sum-
mer, even if the Z500 variance fraction explained by the
SST is only about 8%.
To investigate whether the atmospheric response in

JJA indeed comes from North Atlantic SST forcing, we

have estimated the global SST pattern that leads it by 1
month, thus assuming a 1-month atmospheric response
time. To do this, the SSTs in MJJ were regressed onto
theMCA SST time series so that it shows how the North
Atlantic SST used to detect the atmospheric response at
lag 3 has evolved in 2 months. For the first mode, illus-
trated in Fig. 4a, the strong warming seen 2 months
earlier in Fig. 3c has persisted in the subpolar regions
and only slightly weakened elsewhere in the North
Atlantic. The sea ice edge has advanced, reflecting the
ocean cooling in the Greenland and Barents Seas
(Fig. 4b). Since there are only weak and very localized
SST and sea ice cover anomalies in the other basins, we
conclude that the atmospheric response is indeedmainly
due to the surface conditions in the Atlantic Ocean.
To investigate the influence of SST from the tropics,

we performed an MCA for different Atlantic SST do-
mains. An MCA using the pan-Atlantic SST from 208S
to 808N provided similar results. To compare the role of
extratropical and tropical SST anomalies, we repeated
the MCA using SST north of 308N or in the equatorial
band (208N–208S). To provide comparable estimates of
the covariance when the SST regions differ, we give in
Table 1 the normalized squared covariance (NSC), as
used by Iwasaka and Wallace (1995),

NSC5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SC

!
i
s2
Z500

i
!
j
s2
SST

j

vuut , (1)

where sZ500i and sSSTj are the standard deviations of the
Z500 and SST anomalies at the ith and jth grid points,

FIG. 2. SC (102hPa2K2) of the firstMCAmodebetweenZ500 andSSTusing (a) 1930–2010 and (b) only the latest part of the record (1966–2010).
The lag (months) is negative (positive) when atmosphere leads (lags). Statistical significance (%) is indicated by shading.
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respectively. The first MCA mode is highly significant
for each SST domain, but the NSC is largest for SST in
208S–208N (see Table 1). The MCA patterns are similar
and the Z500 (SST) MCA time series have a correlation
of 0.92 (0.87) between the full domain MCA and that
using equatorial SST. It suggests that the SSTs in the
tropical North Atlantic are likely to substantially con-
tribute to the atmospheric response for mode 1, as in-
dicated by Czaja and Frankignoul (2002).

The dynamics of the atmospheric response for mode 1
was investigated using lagged regression onto the MCA
SST time series of the velocity potential in JJA, simul-
taneous with the atmospheric response pattern, which
provides information on tropical forcing (Sardeshmukh
and Hoskins 1988). A similar regression is calculated for
the wave activity flux from Takaya and Nakamura (2001),
which is based on the conservation of pseudo momentum
and provides information on where stationary Rossby

FIG. 3. (top) Covariance map of Z500 in JJA (m; contours) and SST (K; shading) for the (left) first and (right) secondMCAmodes. The
atmosphere leads by (a),(b) 1 month or the ocean leads by (c),(d) 3 months. The SC,R, SC fraction (SCF), and VF of theMCAmodes are
indicated. (bottom) Frequency distribution of the SC (red) andR significance (black) from the (e) first and (f) secondMCAmodes among
the atmospheric ensemble members when SST leads by 3 months, and spatial correlation of the Z500 patterns with that of the 20CR
ensemble mean (blue).
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wave packets are emitted and absorbed, and for the
maximum Eady growth rate at 850hPa sBI, which is
calculated as in Hoskins and Valdes (1990),

sBI5 0:31
f

N

""""
›U

›z

"""" , (2)

where f is the Coriolis parameter;N is the Brunt–Väisälä
frequency; U is the horizontal wind speed; and z is the
vertical height, which shows where midlatitude weather

systems originate. Consistent with a tropical influence,
a large decrease (increase) of the velocity potential
anomaly is located over the tropical North Atlantic
(Pacific) in Fig. 5a, indicating large-scale ascending
motions over the warm SST in the tropical Atlantic that
may act as a large Rossby wave source. The wave ac-
tivity flux cannot be used to diagnose wave propagation
across the tropics where the climatological zonal wind is
weak or easterly (Takaya and Nakamura 2001). How-
ever, the wave activity flux at 500 hPa reveals that

TABLE 1. NSC andR for some selected significantMCASST–Z500modes when the ocean leads the atmosphere (months), using SST in
the North Atlantic (108–808N), the extratropical North Atlantic (308–808N), or the equatorial Atlantic (208S–208N). For MCA using the
North Atlantic (108–808N) SST, the cross-validated correlation RCV is also indicated. For NCS and R, boldface numbers have associated
significance level below 5%.

North Atlantic (108–808N)
Extratropical North
Atlantic (308–808N)

Equatorial Atlantic
(208S–208N)

NSC (%) R RCV NSC (%) R NSC (%) R

JJA lag 5 3 months (mode 1) 16.3 0.70 0.53 13.7 0.70 19.4 0.69
JJA lag 5 3 months (mode 2) 9.9 0.74 0.65 10.4 0.70 6.1 0.55
NDJ lag 5 3 months (mode 1) 14.5 0.65 0.38 14.0 0.65 13.7 0.64
NDJ lag 5 8 months (mode 1) 13.7 0.57 0.32 12.2 0.60 12.8 0.46

FIG. 4. Regression of (left) SST (K; color shades when 5% significant and gray contours) and Z500 (m; black contours; contour interval
of 4m) and (right) sea ice fraction (%; color shades when 5% significant), onto the normalized MCA SST time series for SST and sea ice
leading by 1 month and Z500 in phase with the atmospheric response detected in the MCA in (top) JJA and (bottom) NDJ. (b),(d) The
corresponding SST regression (K) is indicated with black contours (contour interval of 0.1K; zero line omitted), and the climatological sea
ice edge (sea ice cover of 50%) is given by the thick gray line.
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upward wave activity propagation occurs over the
North American continent and off Newfoundland and
Greenland (Fig. 5b, colors). In the upper troposphere,
the wave activity flux propagates away from the western
subpolar North Atlantic, across the anomalous high east
of the British Isles, where the wave activity converges
(Fig. 5b, vectors). The stationary Rossby wave emana-
tion from the western subpolar region suggests that
the extratropical SST also has an influence. The zonal
deviations of the Z500 anomalies have a global wave-
number 4 pattern, with circulation anomalies over
Eurasia and theNorth Pacific (Fig. 5b, gray contours), so
that the circulation anomalies also have a global tele-
connection pattern, as found by Lee and Hsu (2013).
The Eady growth rate (Fig. 5c) decreases over the
central North Atlantic, and increases both north and
south of its climatological maximum. The storm track
therefore moves northward, which corresponds to the

changes associated with the EAP (Lau 1988). Note that
the increased baroclinicity between Newfoundland,
Greenland, and Iceland is consistent with the upward
wave activity flux at this location. The geopotential
height anomalies are baroclinic, except between 408
and 608N, where the structure is equivalent barotropic,
suggesting important eddy–mean flow interactions
(Fig. 5d). These diagnostics are consistent with an at-
mospheric response to both tropical and extratropical
SST forcing.
The same analysis was performed for mode 2, but it is

only briefly summarized, as its SC fraction (21%) is
smaller. Mode 2 is only significant when extratropical
SSTs are included in the MCA (Table 1), suggesting a
larger active role for the extratropicalAtlantic.Moreover,
the global SST anomalies and the dynamical diagnostics
also suggest a larger influence from the North Atlantic
(not shown) compared to mode 1.

FIG. 5. (a) Velocity potential at 200 hPa (1026 s21), (b) wave activity flux, (c) Eady growth rate (1021 day21), and (d) zonal-mean
geopotential height (m) over theAtlantic sector (1008W–408E) in JJA regressed onto theMCASST time series of the first mode, when the
SST leads the atmosphere by 3 months. In (b), the vectors indicate the horizontal component of the wave activity flux at 300 hPa (m2 s22;
scaling) exceeding 35m2 s22 in strength, colors indicate the vertical component of the wave activity flux at 500 hPa (1022m2 s22), and
contours indicate the zonal deviations of Z500 (contour interval of 3m; zero line omitted). The red contours in (c) indicate the clima-
tological mean of the Eady growth rate (day21). In (a)–(c), the colors are masked if the significance exceeds 5%, 10%, and 5%, re-
spectively. In (d), gray shades indicate the significance (%).
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c. Late fall–early winter SST influence

A significant SST influence onto the atmosphere in
October–December (OND), November–January (NDJ),
and to a lesser extent December–February (DJF) is
suggested by the first MCAmode in Fig. 2, while mode 2
(not shown) is not significant. As the results are similar,
only NDJ is presented for conciseness. When the NDJ
atmosphere leads the SST by 1 month, the first MCA
mode reflects the NAO (shown in its negative phase)

forcing of the North Atlantic SST anomaly tripole
(Fig. 6a). The second mode (Fig. 6b) illustrates the
influence of the EAP onto the SSTs in a broad region
centered along the Gulf Stream and the North Atlantic
Current (Cayan 1992).
The first MCA mode is also significant when SST

leads. It is most significant when SST leads by 3 months
and remains 10% significant for a lag of up to 9 months,
with a weaker significance around 5 months (Fig. 3),
presumably because it corresponds to SST in JJA when

FIG. 6. Covariancemap of Z500 (m; contour) and SST (K; shading): (a) first and (b) secondMCAmodewhen theNDJ atmosphere leads
SST by 1 month and first MCA mode when the NDJ atmosphere lags by (c) 3 and (d) 8 months. The SC, R, SCF, and VF of the MCA
modes are indicated. Frequency distribution of the SC (red) and R (black) significance from the first MCA mode among the ensemble
members when SST leads by (e) 3 and (f) 8 months and spatial correlation of the Z500 patterns with that of the 20CR ensemble mean
(blue).
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themixed layer is shallow, and the SST variability is large;
thus, the signal-to-noise ratio of the SST forcing pattern is
smaller. TheMCApatterns change a little with the lag, as
illustrated for lag 3 (Fig. 6c) and lag 8 (Fig. 6d), but they
show the influence of theNAHSST anomaly onto the fall
and early winter NAO, albeit southward shifted, with
anomalous warming in the subpolar regions and the
eastern subtropics leading a negative NAO-like pattern,
as discussed previously (Czaja and Frankignoul 1999,
2002; Peng et al. 2002, 2003; Drévillon et al. 2001;
Frankignoul et al. 2013). It suggests a small but significant
potential predictability of the NAO in NDJ, because the
cross-validated correlation is about 0.4 (Table 1) and the
SST explains about 13% of the Z500 variance. In fact,
there is already some small predictive NAO skill from
SST as early as JFM, as seen from the SC and R signifi-
cance at lag 8 (Fig. 6d), which suggests an influence of
SST changes on longer time scales, although the NAH
SST pattern is in part driven by stochastic atmospheric
forcing (Czaja and Frankignoul 2002; Gastineau et al.
2013). Note that, despite the slight southward NAO shift
in Fig. 6c, the MCA Z500 time series is highly correlated
(R5 0.94) with theNAOdefined as the first EOFofZ500
in NDJ. The regression of OND SST anomalies onto

the MCA SST time series for lag 3, leading to the atmo-
spheric response 1 month later in NDJ, is shown in
Fig. 4b. The SST anomalies have strongly persisted in the
subpolar North Atlantic and, to a lesser extent, in the
subtropical easternAtlantic, while the SST anomalies are
smaller elsewhere. Hence, the oceanic influence mainly
comes from the North Atlantic. When the SST is only
considered in limited domains, only the MCA including
the SST north of 308N gives a significant mode at lag
$3 (see Table 1), with similar patterns, suggesting that
the extratropical North Atlantic SST anomalies play the
driving role, as found by Czaja and Frankignoul (2002)
and Frankignoul and Kestenare (2005).
To illustrate how the North Atlantic SSTs drive the

NAO-like response, we regress as before a number of
atmospheric fields in NDJ on the SST MCA time series
obtained at lag 3, so that they are simultaneous with the
Z500 response in Fig. 6c. The velocity potential anom-
alies show weak ascending motions over the Labrador
Sea and the eastern subtropical North Atlantic, but
strong subsidence over the eastern Indian Ocean (Fig. 7a).
In addition, the wave activity flux shows strong upward
wave propagation over theLabrador Sea (Fig. 7b). These
waves propagate northward and eastward, and then

FIG. 7. As in Fig. 5, but for the atmospheric response in NDJ, using 5m as contour intervals for the Z500 deviations from the zonal mean
(contours) in (b).
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downward over the eastern North Atlantic and the
Nordic seas. The Eady growth rate is increased over
the southern tip of Greenland and along its eastern
coast but decreased east of Newfoundland (Fig. 7c).
The decrease in baroclinicity is extended downstream
along the North Atlantic Current and the Scandinavian
coast, corresponding to a southward shift of the baro-
clinicity and the storm track. This shift is mainly due to
the zonal wind shear, consistent with the smaller me-
ridional SST gradient at 508N, over the North Atlantic
Current. The geopotential height anomalies are equiv-
alent barotropic (Fig. 7d), consistent with an amplifi-
cation due to eddy feedback. Hence, all the diagnostics
are consistent with a local driving of the NAO-like re-
sponse by warmer conditions in the Newfoundland and
Labrador Sea region.
To explore the influence of other boundary forcing, the

anomalies in Arctic sea ice concentration and Eurasian
snow cover concomitant with the NAH SST anomaly
were considered. Sea ice cover may also play a role, as
significant sea ice concentration anomalies are found
in the Greenland Sea, where an advance of the sea ice
edge reflects the ocean cooling (Fig. 4d). The sea ice
fraction is also reduced over the Canadian Archipelago
and the northern Labrador Sea. On the other hand,
there were no significant Eurasian snow cover anoma-
lies in the 20CR (not shown).

4. Atmospheric response to the decadal SST
variability

a. Significance and seasonality

To investigate the ocean–atmosphere interactions at
the decadal scale, we work with low-pass-filtered fields,
which should emphasize the atmospheric response to
slowly varying SSTs by strongly reducing the amplitude
of the intrinsic short-time-scale variability of the atmo-
sphere, thereby enhancing the signal-to-noise ratio. The
low-pass filtering will not mask the driving influence of
the atmosphere, for instance by NAO fluctuations, be-
cause atmospheric forcing acts as a white noise, so that
its phase relation with the SST anomaly response should
not be distorted by the filtering (Hasselmann 1976;
Frankignoul and Hasselmann 1977; Frankignoul 1979).
Of course, small departures from atmospheric whiteness
will play an increasing role.
To emphasize the low-frequency variability and in-

crease the signal-to-noise ratio without affecting sea-
sonality, we apply an elementary binomial smoothing
(1/4–1/2–1/4) to all time series prior to the MCA, so that,
for example, JFM at year t (JFMt) is replaced by
1/4JFMt21 1 1/2JFMt 1 1/4JFMt11, and we extend the

period to 1930–2010 to increase the number of degrees
of freedom. Statistical significance is calculated using
blocks of 5 yr to account for the larger autocorrelation of
the atmospheric time series. Because of the smoothing,
modes of covariability obtained when the ocean leads
by 1 or 2 yr may reflect the SST impact onto the atmo-
sphere and/or the atmospheric forcing of the SST.Hence,
only modes of covariability obtained when the ocean
leads by at least 27 (24 1 3) months can be unambig-
uously used to detect an influence of the ocean onto the
atmosphere. This requires that the SST anomalies be
sufficiently persistent.
Figure 8 indicates that the maximum covariability

between SST and Z500 occurs at negative lag when SST
follows Z500 in DJF and JFM by 1 or 2 months, which
reflects the forcing of the SST anomaly tripole by the
NAO as in Fig. 6a, albeit with a larger subpolar
warming (Fig. 9a), presumably reflecting the larger
mixed layer depth and SST anomaly persistence in the
subpolar North Atlantic, and a larger influence of ad-
vection due to Ekman currents. There are decreasing
SC maxima when SST follows by multiples of about 12
months (atmosphere leads) with similar patterns. They
result from the smoothing and from SST reemergence
(e.g., de Coëtlogon and Frankignoul 2003), which can
be followed until lag 248. There is also significant ev-
idence of a weaker SST response in the fall, with a clear
sign of reemergence, with patterns similar to mode 2
shown in Fig. 6b, showing the influence of the EAP.
During winter, the SST response to the EAP appears as
MCA mode 2.
When SST leads Z500 by more than 2 yr, there is no

significant mode in OND and NDJ. However, a highly
significant signal is now found in winter (DJF and JFM)
for a lag of more than 4 yr, with maximum SC when the
SST is taken in NDJ and DJF. For the summer atmo-
sphere, there is only significance in both SC and R
around JJAwhen the ocean leads by 0–8months and 18–
19 months. Since the SC and the significance are much
smaller at negative lag when the atmosphere leads, it is
tempting to attribute the mode to a weak summer at-
mospheric response to SST. In fact, it (noisily) reflects
a summer atmospheric response that is primarily con-
fined to the lower troposphere. For instance, there is
a significant response at lag up to 32 months when using
the temperature at 850 hPaT850 as atmospheric variable.

b. Summer AMO influence

Figure 10a represents the patterns for the MCA be-
tween T850 and SST when SST leads by 32 months (sim-
ilar patterns are found at shorter lag). The SST pattern
resembles the AMO shown in Fig. 1, and the MCA SST
time series has the same multidecadal fluctuations
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(Fig. 1b, red line), suggesting that the summer mode
describes the atmospheric response to the AMO. Note,
however, that there are also prominent decadal fluc-
tuations, suggesting that the AMO also significantly
varies at the decadal time scale. However, the filtering
(10- or 15-yr cutoff) generally used to calculate the
AMO masks these fluctuations. The lower-tropospheric
temperature displays a warming over northeastern
Europe and eastern North America, while the Medi-
terranean region experiences cooling, as shown by
Sutton and Hodson (2005). The associated SLP anom-
alies (Fig. 10b) are mostly negative, except for a strong
anticyclone over eastern Europe, which resembles
that occurring in blocking situations (Matsueda 2011).
The warming is largest below 700 hPa and baroclinic in
the tropics and subtropics (not shown). The global re-
gression of the JJA T850 anomalies onto the MCA SST
index from the SST–T850 analysis, lagged by 32 months
to be in phase with the atmospheric response in Fig. 10a,
shows that there is also a strong warming over Siberia
and a very weak one over the tropical oceans (Fig. 11a).
The precipitation changes are more uncertain and
noisy, especially over land, but suggest a decrease of
precipitation over northeastern Brazil, western Russia,
and to a lesser extent the U.S. Great Plains and more
precipitation over western Africa and southern Europe
(Fig. 11b), sharing some similarities with other studies
(Sutton and Hodson 2005; Nigam et al. 2011; Ting et al.
2014). The precipitation is also modified in the Pacific
Ocean, where the intertropical convergence zone shifts
southward.

Why is the summer mode seen at the seasonal scale
not found at the decadal scale? A likely explanation is
that the persistence of the SST driving patterns at the
seasonal scale is limited, preventing detection at the large
lag required to detect the response to decadal SST fluc-
tuations. This is shown in Fig. 12 (red line) by the auto-
correlation of the MJJ SST pattern illustrated in Fig. 3c,
which loses significance after less than 20 months.

c. Winter AMO influence

The covariance maps of the MCA between low-pass-
filtered SST and Z500 in JFM are shown in Fig. 9b when
SST leads by 38 months, as the MCA mode 1 has a
maximum SC, and the atmospheric pattern can be un-
ambiguously interpreted as an atmospheric response. It
corresponds to covariability between the SST in NDJ
and the JFM Z500 3 yr later, but the patterns are un-
changed when using different lags. An NAH-like SST
anomaly, albeit with a much larger subpolar maximum,
precedes the appearance of a dipolar geopotential
height anomaly that resembles a negative NAO, con-
sistent with the 0.97 correlation between theMCAZ500
time series and the NAO. Although the SST pattern is
rather similar to that in Figs. 6c and 6d, the much larger
amplitude in the subpolar Atlantic makes it resemble
the AMO (Fig. 1). The MCA SST time series associated
fluctuates at the low frequency like the AMO (Fig. 1,
thin blue line), although there are also some prominent
decadal fluctuations at periods of about 10 yr. This is
further supported by the correlation of the MCA SST
time series with the (similarly) weakly low-pass-filtered

FIG. 8. SC (102 hPa2K2) of the first MCAmode between Z500 and SST after applying a low-
pass filter (1/4–1/2–1/4), using the whole time period 1930–2010. The lag (months) is negative
(positive) when atmosphere leads (lags).
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FIG. 9. Covariance map of low-pass-filtered Z500 (m; contour) and SST (K;
shading) for mode 1 when the JFM atmosphere (a) leads SST by 1 month and (b) lags
SST by 38 months. The SC, R, associated significance, SCF, and VF of the MCA
modes are indicated at the top of each map. (c) Frequency distribution of the SC
(red) and R (black) significance from the first MCA mode among the atmospheric
ensemblemembers for lag 38 and spatial correlation of the Z500 patterns with that of
the 20CR ensemble mean (blue).
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time series obtained by projecting the SST onto the
AMO pattern (referred to as MCA-LPF-SST), which is
maximum at zero lag, demonstrating their close link
(Fig. 13). Interestingly, the similarly low-pass-filtered
NAO time series in JFM is also significantly correlated
with the MCA-LPF-SST when the SST leads by 0–5 yr,
with maximum correlation at lag 3, but not when the
NAO leads. This again strongly suggests that the AMO
influences the winter NAO. The negative NAO phase

that follows the AMO can be detected from SST leading
by up to 4 yr, reflecting the large AMO persistence. The
AMO influence on the NAO is robust, as the JFMMCA
mode 1 at lag 38 is 5% significant in all the 56 members
of the 20CR ensemble, with the same spatial pattern
(Fig. 9d).
To study the links betweenNorthAtlantic atmospheric

circulation and SST, an MCA was repeated using SST
north of 308N or between 208S and 208N (Table 2). The

FIG. 10. (a) Covariance map of low-pass-filtered SST (K; colors at 0.1-K interval) and T850 (K; contours) for the MCAmode 1 when the
JJA atmosphere lags SST by 32months. The SC,R, their significance, SCF, andVF are indicated on top. (b) SLP regression (hPa) onto the
MCA SST time series corresponding to the pattern shown in (a). Color shades indicate 5% significance.

FIG. 11. Climate impact of the SST low-frequency variability: atmospheric temperature at 850 hPa (K) in (a) JJA and (c) JFM and rainfall
(mmday21) in (b) JJA and (d) JFM. The color shades are masked if the significance level is above 5%.
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two MCA provide comparable results, so that the two
domains cannot be distinguished in this way. We calcu-
lated the regression of the similarly filtered fields onto the
MCA-LPF-SST, lagged in order to be simultaneous with
(for the atmospheric fields) or 1 month before (for SST)
the JFMatmospheric response shown inFig. 9b. It reveals
that the DJF SST anomalies leading to the atmospheric
response 1 month later has a similar spatial pattern in the
North Atlantic compared to that shown in Fig. 9, al-
though its amplitude is reduced (Fig. 14). The wave ac-
tivity flux anomalies (Fig. 15b) are mainly upward over
northern Canada and downward over the eastern sub-
polar Atlantic. There is some weaker upward wave ac-
tivity flux over the northern subtropical Atlantic Ocean,
around 358N, 208W, off the coast of Spain and Morocco,
while the wave activity propagates northward over the
eastern North Atlantic and westward over the subpolar
region. The Eady growth rate increases over the sub-
tropical North Atlantic and the southern Labrador Sea
(Fig. 15e), while it decreases downstream of the Gulf
Stream and the North Atlantic Current, where the cli-
matological Eady growth rate is largest (red contours in
Fig. 15e). The velocity potential at 200hPa (Fig. 15a) only
shows weak ascendingmotion over the subtropical North
Atlantic and theMediterranean Sea. The eastern tropical

Pacific also shows ascending motion, which indicates
a possible tropical Rossby wave source over that region,
while subsiding motion are located over the western
Pacific, the eastern Indian Ocean, and South America.
The zonal wind at 250 hPa (Fig. 15c) shows that the jet
stream shifts southward over the Atlantic Ocean, con-
sistent with a negative NAO. The response is equivalent
barotropic in the troposphere (Fig. 15d). The polar
vortex is not involved into the dynamics, as confirmed
by the regression of the averaged geopotential height
over the North Atlantic sector (558–908N, 1008W–408E)
from ASO to MAM onto the MCA-LPF-SST. We
found no significant Eurasian snow cover (not shown)
and negligible sea ice concentration anomalies
(Fig. 14b) in 20CR preceding and simultaneous with the
atmospheric response.

FIG. 12. Seasonal autocorrelation of the projection onto the SST
anomaly preceding the NDJ (blue line), JJA (red line), and JFM
(black line) atmospheric response in theMCA(shown inFigs. 4b,d and
14), starting fromOND, MJJ, and DJF, respectively. Dashed lines
represent the one-sided 5% significance level for zero correlation
neglecting serial autocorrelation.

FIG. 13. Correlation between MCA-LPF-SST (JFM) and AMO
(blue line) andMCA-LPF-SST (JFM) andNAO (red line). The lag
is positive when MCA-LPF-SST leads. The gray shades indicate
the spread (min and max) of the correlation between MCA-LPF-
SST and NAO among the 20CR ensemble members.

TABLE 2. NSC and R for some selected significant MCA SST–
Z500 modes, after using a low-pass filter, when the ocean leads
the atmosphere by more than 3 yr, using only SST in the extra-
tropical North Atlantic (308–808N) or in the equatorial Atlantic
(208S–208N). Boldface numbers have associated significance level
below 5%.

Extratropical
North Atlantic
(308–808N)

Equatorial
Atlantic

(208S–208N)

NSC (%) R NSC (%) R

JFM lag 5 38 months 10.5 0.58 9.1 0.51
JFM lag 5 48 months 8.8 0.56 9.2 0.49
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There are some discrepancies in the cold season at-
mospheric response found in the seasonal MCA (in
Fig. 6) and that using low-pass-filtered data (in Fig. 9).
First, the SST anomaly in Fig. 9b is larger in the subpolar
domain and weaker in the tropics and subtropics and the
Z500 pattern is more NAO like. More importantly, the
response to SST anomalies is significant in late fall and
early winter in the seasonal case but in winter when
using a low-pass filter, about 2 months later. This may be
due in part to different SST anomaly persistence, as il-
lustrated in Fig. 12 by the seasonal autocorrelation of the
corresponding SST time series. These time series are
obtained by projecting the MCA SST patterns onto the
SST anomaly field. The autocorrelation of the DJF SST
anomaly that precedes the JFM response in Fig. 9b
(Fig. 12, black line) decreases to a minimum at lag 6,
which corresponds to spring (JJA) when the seasonal
mixed layer shrinks, and then increases again as the
mixed layer deepens and the anomalies insolated below
the seasonal thermocline reemerge, reaching a second
maximum at lag 12 in DJF and thereafter at yearly in-
tervals (Fig. 10, black line). On the other hand, the SST
anomaly in OND that precedes the NDJ response in the
seasonal analysis (Fig. 6c) shows a much stronger de-
crease of its autocorrelation from 0 to lag 8 and less
evidence of reemergence, even if a maximum is reached
near lag 19. Hence, the seasonal SST based on low-pass-
filtered data is much more persistent in DJF than that in
OND. This, as well as the reduction of the large atmo-
spheric variability in winter by the filtering, should favor
the detection of an atmospheric response at a large lag in
JFM. It may also be that the strengthened subpolar
anomaly in Fig. 9b favors a response later in the season.

Based on theMCA-LPF-SST index, the regressions of
the 850-hPa temperature and precipitation, in phase
with the atmospheric signal, show changes broadly simi-
lar to those associated with a negative NAO (Figs. 11c,d).
There is a cooling over southeastern United States and
northern China and a small cooling over western Europe
and the Nordic seas, albeit marginally significant (only
at the 10% level), while a broad region centered over
the Labrador Sea and northern Canada is anomalously
warm. There is also a small warming over the tropics.
Consistent with the southward shift of the storm track
associated with a negative NAO, precipitation shows
a dipolar anomaly with less rain over the eastern coast of
the United States, the British Isles, and Scandinavia and
more rain in southern Europe and the Mediterranean
region, similar to Ting et al. (2014). There is also less rain
over the equatorial Atlantic and Pacific and significant
changes in the Southern Hemisphere.

5. Discussion and conclusions

After a careful removal of global warming effects and
tropical teleconnections, MCA of SST and 500-hPa
geopotential height using the 20CR were used to find
atmospheric signals related to prior North Atlantic SST
anomalies. Dynamical diagnostics such as Eady growth
rate, wave activity flux, and velocity potential were used
to discuss the possible mechanisms of the atmospheric
response. During summer, an EAP-like anticyclone
over the subpolar North Atlantic was found to lag an
SST anomaly tripole with warm SST anomalies in the
tropical North Atlantic and off Newfoundland and cold
ones in the subtropical western North Atlantic. This

FIG. 14. Regression of (a) SST (K; color shades when 5% significant and gray contours) and Z500 (m; black contours; contour interval of
4m) and (b) sea ice fraction (%; color shades when 5% significant), onto the normalized MCA-LPF-SST for SST and sea ice leading by
1 month and Z500 in phase with the atmospheric response detected in the MCA in JFM. In (b), the corresponding SST regression (K) is
indicated with black contours (contour interval 0.1K; zero line omitted), and the climatological sea ice edge (sea ice cover of 50%) is given
by the thick gray line.
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tripole is similar to the traditional SST tripole forced by
the NAO during winter (see Fig. 6a). The atmospheric
signal appears to be forced by both tropical and extra-
tropical North Atlantic SSTs. There is also evidence of
an influence of an NAH-like SST anomaly on the

summer NAO, which seems to be primarily driven by
midlatitude North Atlantic SSTs. The NAH is broadly
similar to the North Atlantic tripole, but the subpolar
SST anomaly is displaced eastward and the subtropical
anomaly is more contracted, so that a crescent-shaped

FIG. 15. Regression onto the MCA-LPF-SST 38 month earlier of (a) velocity potential at 200 hPa (1026 s21) and (b) wave activity flux,
where vectors indicate the horizontal component of the wave activity flux at 300 hPa (m2 s22) exceeding 20m2 s22 in strength, colors
indicate the vertical component of the wave activity flux at 500 hPa (1022m2 s22), and contours indicate the zonal deviation of the 500-hPa
geopotential height anomalies (contour interval of 5m; zero contour omitted). (c) Zonal wind at 250 hPa (m s21). (d) Zonal-mean geo-
potential height (m) in the Atlantic sector (1008W–408E). (e) Eady growth rate (1021 day), with a red contour for climatology (day21).
(f) Regression of the averaged geopotential height over the polar NorthAtlantic (m; 558–908N, 1008W–408E) fromASO toMAMonto the
MCA-LPF-SST 3 yr earlier associated with the atmospheric response in JFM, so that the lag ranges from 31 (ASO) to 40 (MAM)months.
The color shades are masked if the significance is above 5%, except in (b), where it indicates a significance above 10%. In (d),(f) the gray
shades indicate the significance (%).
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anomaly joins in the east the subpolar and the tropical
poles (see Fig. 6c). During the fall and early winter, the
NAH SST anomalies also have a strong influence on the
atmosphere, primarily via extratropical SSTs. An SST
warming (cooling) in the subpolar and the eastern
tropical North Atlantic leads a negative (positive) phase
of the NAO, as in Czaja and Frankignoul (1999, 2002).
The response might be first induced by the surface
changes in the western subpolar region, which alter the
lower-tropospheric baroclinicity over the SST gradient
anomalies and then act to modify the transient and
stationary eddies. The positive eddy feedback would
then lead to a large-scale equivalent barotropic signal
(Peng et al. 2003; Deser et al. 2007).
We repeated our analysis, applying a small temporal

smoothing to each variable in order to investigate the
interannual-to-decadal relationship between ocean and
atmosphere. The low-pass filtering reduces the ampli-
tude of the intrinsic atmospheric fluctuations and does
not affect seasonality, but it requires large lags to detect
an oceanic influence, thus stressing the impact of per-
sistent SST anomalies. It was found that an SST anomaly
pattern almost identical to the AMO has a significant
influence on the atmosphere in both summer and winter.
The AMO anomalies (see Figs. 1 and 9b) also have a
horseshoe shape but show larger subpolar SST anoma-
lies and much smaller anomalies over the western sub-
tropical North Atlantic compared to the NAH. During
summer, the AMO primarily influences the lower tro-
posphere and causes a warming over northeastern Eu-
rope, eastern North America, and Siberia and a cooling
over the Mediterranean region, as found by Sutton and
Hodson (2005). During winter, the AMO-like SST
anomaly precedes a negative NAO in DJF and, more
significantly, in JFM, which can be seen at least four
winters in advance. There are some hints that the at-
mospheric response is primarily driven by SST forcing in
the northern subtropics. The AMO-like SST pattern
resembles the NAH SST anomaly, but for a much
stronger subpolar lobe, presumably reflecting the strong
SST persistence resulting from the large mixed layer
depth in this region, SST anomaly reemergence, and the
influence of low-frequency AMOC fluctuations (e.g.,
Knight et al. 2005; Gastineau and Frankignoul 2012).
The atmospheric response was detected later in the
season at low frequency. Indeed, the winter NAH SST
anomalies have a larger persistence at low frequency
than the late summer/fall NAH SST anomalies that
precede at the seasonal scale the NAO in early winter.
In addition, the atmospheric variability, which is largest
in winter, is reduced by low-pass filtering, which en-
hances the signal-to-noise ratio. It may also be that the
strengthened subpolar anomaly at low frequency favors

a response later in the season. The influence of theAMO
onto the atmosphere is similar to that in Peings and
Magnusdottir (2014) or Ting et al. (2014), but our
analysis is based on a weaker time filter so that causes
and effects are better distinguished.
The ENSO influence had been removed prior to

analysis and SST anomalies in the Indo-Pacific then
remained below 0.2K, which suggests that other modes
of variability from the tropical Indo-Pacific SSTs are
unlikely to have played a role. This was confirmed by an
MCAbetween the SST in the Indo-Pacific and theNorth
Atlantic Z500, which was not able to retrieve any link
between the two regions when the ocean leads. More-
over, we found no evidence in 20CR that Eurasian
snow and Arctic sea ice cover were linked to the winter
NAO response at interannual-to-decadal time scales,
but a better dataset may be needed to reach firmer
conclusions. The low-frequency winter atmospheric re-
sponse is negligible in the stratosphere, which seems
contradictory withOmrani et al. (2014), but the coupling
between the stratosphere and the troposphere cannot be
revealed in the 20CR (Paek and Huang 2012).
The cross-validated correlation found from the low-

pass-filtered variables by removing successive sets of 5 yr
before performing the MCA and then using the MCA
patterns to determine the amplitude of the middle year
is 0.53 when SST leads by 38 months. Moreover, the SST
time series explains 13% of the Z500 variance. Hence,
our results suggest that there is some potential NAO
predictability in winter at decadal time scales since the
AMO-like SST anomalies are large in the subpolar re-
gion, where the decadal predictability of SST due to
internal climate variability and the AMOC is largest in
climate model hindcasts (e.g., Keenlyside et al. 2008;
Branstator et al. 2012; Kirtman et al. 2014).
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