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ABSTRACT4

The NCEP 20th century reanalyis and a 500-year control simulation with the IPSL-CM55

climate model are used to assess the influence of ocean-atmosphere coupling in the North Atlantic6

region at seasonal to decadal time scales. At the seasonal scale, the air-sea interaction patterns7

are similar in the model and observations. In both, a statistically significant summer sea surface8

temperature (SST) anomaly with a horseshoe shape leads an atmospheric signal that resembles9

the North Atlantic Oscillation (NAO) during the winter. The air-sea interactions in the model10

thus seem realistic, although the amplitude of the atmospheric signal is half that observed, and11

it is detected throughout the cold season, while it is significant only in late fall and early winter12

in the observations. In both model and observations, the North Atlantic horseshoe SST anomaly13

pattern is in part generated by the spring and summer internal atmospheric variability. In the14

model, the influence of the ocean dynamics can be assessed and is found to contribute to the SST15

anomaly, in particular at the decadal scale. Indeed, the North Atlantic SST anomalies that follow16

an intensification of the Atlantic meridional overturning circulation (AMOC) by about 9 years,17

or an intensification of a clockwise intergyre gyre in the Atlantic Ocean by 6 years, resemble the18

horseshoe pattern, and are also similar to the model Atlantic Multidecadal Oscillation (AMO).19

As the AMOC is shown to have a significant impact on the winter NAO, most strongly when it20

leads by 9 years, the decadal interactions in the model are consistent with the seasonal analysis.21

In the observations, there is also a strong correlation between the AMO and the SST horseshoe22

pattern that influences the NAO. The analogy with the coupled model suggests that the natural23

variability of the AMOC and the gyre circulation might influence the climate of the North Atlantic24

region at the decadal scale.25
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1. Introduction28

Climate variability in the North Atlantic is dominated by the fluctuations of the jet stream position due29

to internal atmospheric variability, known as North Atlantic Oscillation (NAO). The NAO is mainly active30

during the winter season (Thompson and Wallace 1998), and is associated to the Arctic Oscillation, because31

of the interactions with the Pacific/North American pattern (Quadrelli and Wallace 2004). The NAO is the32

dominant mode of climate variability over the North Atlantic region and it modulates a large fraction of33

the variance of precipitation and temperature over Europe and North America. The NAO also generates34

the sea surface temperature (SST) anomaly tripole, which has a pole off Cape Hatteras, and two poles with35

an opposite polarity in the subpolar region and the eastern subtropical Atlantic. The tripole is driven by36

turbulent heat flux anomalies and, to a lesser extent, by the anomalous Ekman advection associated with37

the NAO (Cayan 1992; Deser et al. 2009).38

On short time scales, the temporal evolution of the NAO is consistent with a first-order Markov pro-39

cess with an e-folding timescale of about 10 days (Feldstein 2000). The ocean mixed layer integrates the40

atmospheric variability into a red noise like signal, enhancing the low frequency variability (Frankignoul41

and Hasselmann 1977). Several studies point to a weak feedback of the ocean onto the NAO that may42

slightly increase the power density spectrum of the NAO at the interannual to decadal frequency band. In43

observations, Czaja and Frankignoul (1999, 2002) showed that a tripolar horseshoe-like SST anomaly in late44

summer has a significant influence on the winter NAO. The North Atlantic horseshoe (NAH) SST anomaly,45

which is somewhat different from the tripole generated by the NAO, was suggested to be itself triggered by46

the atmospheric variability during the summer season. However, the possible role of the ocean dynamics47

has not been investigated. A similar influence of the ocean was also established using atmospheric GCM48

experiments. For instance, Watanabe and Kimoto (2000) and Peng et al. (2003) found that the SST anomaly49

tripole also has an influence on the NAO mainly during winter, acting as a positive feedback.50
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The SST in the Atlantic Ocean also displays in both the historical record (Kushnir 1994) or paleoproxies51

(Mann et al. 1998; Gray et al. 2004) a marked multidecadal variability with a 65-80 yr period, called the52

Atlantic Multidecadal Oscillation (AMO). In its positive phase, the AMO primarily reflects a warming53

of much of the North Atlantic with maximum SST anomaly in the subpolar region, and a weak cooling54

in the South Atlantic. It is considered to be largely driven by the variability of the Atlantic meridional55

overturning circulation (AMOC), and climate model simulations show that a stronger AMOC leads to an56

increased oceanic northward heat transport and, after some delay, a SST warming in the North Atlantic (e.g.57

Delworth and Greatbatch 2000; Knight et al. 2005). However, the AMO is also affected by global warming58

(Trenberth and Shea 2006) and by other climatic modes of variability such as El Niño Southern Oscillation59

(ENSO), so its pattern may not solely reflect the AMOC influence (Dong et al. 2006; Guan and Nigam 2009;60

Compo and Sardeshmukh 2010; Marini and Frankignoul 2012). The climatic impact of the AMO has been61

assessed with atmospheric GCM runs with prescribed SST anomalies, which primarily suggests that the62

tropical warming in a positive AMO phase changes the atmospheric circulation during summer similarly to63

a Gill-like response to the diabatic latent heating in the Caribbean Basin (Sutton and Hodson 2005, 2007;64

Hodson et al. 2010). An impact of the AMO onto the summer NAO was suggested by Folland et al. (2009),65

but the mechanism for this AMO influence remains to be found. So far, no robust impact onto the winter66

NAO was reported.67

As the climatic impact of the ocean dynamics and in particular the AMOC cannot be established from68

sparse observations, climate models have to be used. Conceptual models (Marshall et al. 2001) or more69

intermediate complexity models (Eden and Greatbatch 2003) suggest that the ocean dynamics could influence70

the NAO by modulating the North Atlantic SST through changes in the heat transport by the AMOC. In71

6 climate models, Gastineau and Frankignoul (2011) found that an AMOC intensification leads to a weak72

negative NAO phase during winter, after a delay of a few years. This NAO signal was interpreted as the73

modulation of the North Atlantic storm track by the SST changes that followed an AMOC increase. These74

SST anomalies were similar to the model AMOs. If the decadal AMOC and AMO variations indeed influence75

the NAO, the interaction should be seen in the observations at the seasonal scale, since the atmospheric76

response time is a few months at most. However, as the signal-to-noise ratio may be low in the observations77
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due to data limitations and uncertainties, it is of interest to first consider a coupled model where a much78

larger sample is available and, in addition, the AMOC is known.79

The horizontal gyre circulation has also been shown to influence the North Atlantic SST anomalies in80

conceptual models Marshall et al. (2001); Czaja and Marshall (2001); D’Andrea et al. (2005), or in coupled81

models Bellucci et al. (2008); Schneider and Fan (2012). In these studies the NAO produces an intergyre gyre,82

resembling the subtropical gyre, but extending farther north, after a delay of several years. The intergyre83

gyre then modifies the SST anomalies in the North Atlantic through the heat advection, and enhances the84

SST and NAO decadal variability in some cases.85

The main purpose of this paper is to investigate the interactions between the North Atlantic Ocean and86

the atmosphere in IPSL-CM5, the version 5 of the Institut Pierre Simon Laplace (IPSL) climate model, with87

a focus on the oceanic influence on the atmosphere. The model validity is first established by comparison88

with observations. As the model is found to reproduce successfully much of the observed features of the North89

Atlantic air-sea interactions at the seasonal scale, it is then used to explore the links between the air-sea90

interactions at the seasonal and decadal scales. A main result of this paper is that the SST anomalies that91

influence the NAO at the seasonal scale are strongly influenced in the model by the low-frequency variability92

of the AMOC and to a lesser extend by the intergyre gyre. The atmospheric impacts of the AMOC occur93

via a modulation of the SST anomalies that resemble the NAH SST pattern found at the seasonal scale.94

The model and data are presented in the next section. The ocean-atmosphere relationships during the95

seasonal cycle are evaluated in section 3. Section 4 investigates the influence of the ocean dynamics, and the96

last section is devoted to discussion and conclusions.97

2. Model and data98

a. Observations99

To investigate the air-sea interactions at both seasonal and decadal scales, we use the longest available100

reanalysis, the 20th century NCEP reanalysis during the period 1901-2005 (Compo et al. 2011). The 20th101

century NCEP reanalysis assimilates only surface pressure reports, using an ensemble von Kalman filter102
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assimilation method. It uses a recent version of the NCEP-GFS model and is forced with the HadISST sea-ice103

and SST (Rayner et al. 2003). The North Atlantic is a well sampled region and the reanalysis provides a state104

of the art estimation for the climate variability of the 20th century, with well quantified uncertainties. Here,105

we only use the 500-hPa geopotential height anomaly data. The 500-hPa geopotential height and assimilated106

sea-level pressure are expected to be strongly linked, because of the equivalent barotropic character of the107

main patterns of extratropical atmospheric variability (Peng and Whitaker 1999). The 500-hPa geopotential108

height from the reanalysis was also previously validated using independent observation from the 20th century109

(Stickler et al. 2009; Compo et al. 2011). Lacking a better model, a third order trend is removed from the110

geopotential height prior to analysis to eliminate the effect of global warming.111

The HadISST dataset is used for the SST anomalies. The SST is strongly influenced by the warming112

trend due to increasing greenhouse gas concentrations during the 20th century. This influence needs to be113

carefully filtered when estimating the natural decadal or multidecadal variability. Previous studies have114

removed a linear (e.g. Sutton and Hodson 2005) or a quadratic (Enfield and Cid-Serrano 2010) trend while115

Trenberth and Shea (2006) removed the global mean of the SST fields in order to retrieve the low frequency116

variability. In this study, we use the data of Marini and Frankignoul (2012), where linear inverse modeling117

(LIM, e.g. Penland and Matrosova 2006) was used to remove the global warming signal in the HadISST118

data of the 1901-2005 period. Indeed, in a 20th century simulation of IPSL-CM5, the LIM filter provided119

an AMO estimation that had a larger correlation with the AMOC than the secular trend removal by other120

methods (see Tab. 2 in Marini and Frankignoul 2012). We call these data HadISST-LIM. The HadISST-LIM121

data are available between 0◦N-60◦N, for 4 seasons JFM, AMJ, JAS and OND. We reconstructed monthly122

outputs by linear temporal interpolation.123

b. Model124

IPSL-CM5 is the version 5 of the IPSL climate model involved in the phase 5 of the Coupled Model125

Intercomparison Project (CMIP5). As described in Dufresne et al. (2012), the model uses the atmosphere126

model LMDZ5A (Laboratoire Météorologie Dynamique GCM version 5, where Z stands for ”zoom”, while A127

indicates standard physical parametrizations; see Hourdin et al. 2012a for details), the ocean model NEMO128
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(Nucleus for European Modeling of the Ocean, Madec et al. 1998) and the ORCHIDEE (Organizing Carbon129

and Hydrology in Dynamic Ecosystems) land surface model (Krinner et al. 2005), coupled with the OASIS3130

module (Ocean Atmosphere Sea Ice Soil version 3, Valcke 2006). The version of IPSL-CM5 used is IPSL-131

CM5A-LR, where LR stands for low resolution and A indicates that atmospheric physical parameterizations132

are minimally modified compared to the previous version of the IPSL model. This simulation uses a low133

atmospheric resolution of 3.75◦ × 1.9◦ and 39 vertical levels, and an oceanic resolution of about 2◦ and 31134

levels, with a finer oceanic grid of 0.5◦ at the equator. The main difference with IPSL-CM4 is the increased135

latitudinal and vertical atmospheric resolution, which improves the position of the jet streams and the storm136

tracks, although they are still shifted a few degrees equatorward (Guemas and Codron 2011; Hourdin et al.137

2012a). The stratosphere is also better resolved with 15 levels in the stratosphere, up to 1hPa (Maury et al.138

2012). In IPSL-CM5, the Gulf Stream is too weak, as in most low resolution models, and too equatorward.139

As shown below, the AMOC is of the order of 10 Sv, which is low compared to observations (Cunningham140

et al. 2007), other climate models (Medhaug and Furevik 2011), or oceanic reanalyses (Munoz et al. 2011),141

that show an AMOC within the range of 12-30 Sv. The weak AMOC is related to the large extension of142

the winter sea-ice due to a cold bias in midlatitudes (Dufresne et al. 2012), as in the previous version of143

the model (Msadek and Frankignoul 2009). This prevents the oceanic convection from happening in the144

Labrador Sea, so that the main convection site is located South of Iceland. Here, we use a preindustrial145

control simulation of 500 years, after several hundred years of spin-up. Although the simulation is relatively146

stable, we removed a second order trend from all model outputs prior to analysis.147

The first two empirical orthogonal functions (EOFs) of the winter 500-hPa geopotential height over the148

North Atlantic (Fig. 1) show the main patterns of atmospheric variability in IPSL-CM5. Here and in the149

following, EOFs are displayed as regression maps onto the corresponding normalized Principal Component150

(PC), so that the EOFs show the typical amplitude of the fluctuations. The first EOF is the NAO (Hurrell151

et al. 2003), shown here in its negative phase. Its pattern is realistic, although shifted a few degrees north152

compared to observations. The second EOF is the East Atlantic Pattern (EAP), with a pattern similar153

to observations. Rotated EOFs (not shown) provide a sightly better estimation of the NAO and shift the154

geopotential anomalies southward. However, for simplicity, we only show results without rotation. The155
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overall atmospheric variability is broadly similar to that of IPSL-CM4 (Msadek and Frankignoul 2009).156

3. SST influence onto atmosphere during the seasonal cycle157

a. Method158

The main patterns of covariability between the ocean and the atmosphere are studied with a Maximum159

Covariance Analysis (MCA), which performs a singular value decomposition of the covariance matrix between160

atmospheric and oceanic anomaly fields. The lag MCA has been extensively used to distinguish between161

cause and effect in air-sea interactions (e.g. Czaja and Frankignoul 2002; Frankignoul et al. 2011). The reader162

is referred to Bretherton et al. (1992), for a more complete description of the MCA. Here, the two fields163

used are the 500-hPa geopotential height (Z500) in the North Atlantic sector (20◦N-80◦N, 100◦W-20◦E) and164

the underlying SST (100◦W-20◦E and 0◦-70◦N for the model and 0◦-60◦N for HadISST-LIM). The regions165

where the climatological sea-ice coverage exceeds 50% are excluded from the analysis. Note that the results166

below are not sensitive to the precise limits of the domain and the sea-ice threshold.167

Running three-month averages are computed for the SST and Z500 anomalies. As the intrinsic atmo-168

spheric persistence is less than 1 month and that of the ocean much larger, a significant lagged relation169

between the ocean and the atmosphere when the ocean leads by more than 1 month indicates an oceanic170

(or other boundary forcing) influence onto the atmosphere, if monthly fields are used. Conversely, when171

the atmosphere leads, the ocean influence onto the atmosphere is masked by the much larger atmospheric172

influence onto the ocean. As three-month averages are used to define each calendar month, only the lags173

larger than 3 months can be considered to reflect solely the oceanic influence in IPSL-CM5, lower lags being174

contaminated by the atmospheric influence onto the ocean. For HadISST-LIM, the lags should be larger175

than 3 to 5 months, depending on the calendar month, to fully reflect the oceanic influence, because of the176

linear temporal interpolation used.177

The additional atmospheric persistence due to ENSO complicates these relationships, as lagged relations178

between ocean and atmosphere might also result from the remote ENSO teleconnection onto the North179

Atlantic region (see Appendix). Frankignoul and Kestenare (2002) have shown that the ENSO influence on180
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the atmospheric response to extratropical SST could be largely removed by substituting the anomalies of181

Z500 and SST, referred to as Z(t) and T(t), by Z(t) − aN1(t) − bN2(t) and T(t) − cN1(t) − dN2(t), where182

N1(t) and N2(t) are the first two PCs of the SST in the equatorial Pacific Ocean (12.5◦S-12.5◦N, 100◦E-183

80◦W), and a, b, c and d are regression coefficients determined by least square fits of the SST onto N1(t)184

and N2(t), for each grid point in the North Atlantic. Three-month running averages are used to compute185

the PCs of the SST in the Equatorial Pacific. Note that non-linear effects are neglected, so that the ENSO186

signal may not be completely removed (OrtizBeviá et al. 2010). Furthermore, the ENSO signal may take 1187

or 2 month to influence the mid-latitude variability, but since three-month means are used, we will consider188

the ENSO teleconnection over North Atlantic as instantaneous.189

The MCA isolates K pairs of spatial patterns and their associated time series :190

Z(t) =
K∑

k=1

ukak(t) (1)

191

T(t − τ) =
K∑

i=1

vibi(t − τ) (2)

where τ is the time lag, positive when the ocean leads the atmosphere. uk and vk are the left and right192

singular vectors, with uk.ul = δkl and vi.vj = δij . The covariance between ak and bi, the times series193

associated with the left and right singular vectors, respectively, is maximum for k = i, and the time series194

are orthogonal to one another between the two fields, e.g. cov(ak, bi) = σkδki. Here, σk is the covariance195

explained by the pair of left and right singular vectors, uk and vk. Note that in the MCA, the Z500 and196

SST are weighted by the square root of the cosine of the latitude, for area weighting.197

Note that the singular vectors uk and vk are not linearly related, so that heterogeneous and homogeneous198

map pairs are preferably shown to ease the interpretation of the MCA modes (Czaja and Frankignoul 2002).199

The homogeneous maps for the ocean and heterogeneous maps for the atmosphere, defined as the projections200

of the Z500 and SST onto bk(t − τ), are shown to study the influence of the ocean onto the atmosphere.201

When studying the oceanic response to the atmosphere, it is preferable to show the heterogeneous SST and202

homogeneous Z500, which are the projections of both fields onto ak(t).203

Careful statistical testing is required to identify whether the modes of variability are meaningful. For204

each lag, the statistical significance of the squared covariance and correlation between the time series ak(t)205
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and bk(t− τ) is assessed with a Monte Carlo approach, by comparing the squared covariance and correlation206

to that of a randomly scrambled ensemble. We randomly permute the Z500 time series by blocks of 3 years207

to reduce the influence of serial autocorrelation, and perform an MCA. We repeat this analysis 100 times.208

The estimated statistical significance level is the percentage of randomized squared covariance (correlation)209

that exceeds the squared covariance (correlation) being tested. It is an estimate of the risk of rejecting the210

null hypothesis (there is no relation between the Z500 and the SST) when it is true.211

b. Results212

The interactions between the SST and the atmospheric variability are expected to be seasonally depen-213

dent. On the one hand, the atmospheric dynamic differs during the seasonal cycle, with different interactions214

between the mean atmospheric flow and eddy fields (Peng and Whitaker 1999; Peng et al. 2003). On the215

other hand, the oceanic influence onto the atmosphere is expected to be most persistent between late fall and216

spring when the oceanic mixing layer is deepest, and when SST reemergence is expected to occur (Cassou217

et al. 2007). The squared covariance of the first MCA mode is shown in Fig. 2 as a function of season and lag.218

Here and in the following, we focus on the first MCA mode, which is the only one that shows a significant219

atmospheric response to the ocean. Its squared covariance fraction is typically between 50% and 80% (40%220

and 70%) for observations (IPSL-CM5), while it is between 10% and 30% (10% and 40%) for the second221

mode, depending on the season.222

In observations (Fig. 2, right panel), the squared covariance is largest and most significant for the negative223

lags (lag < 0), with a maximum when the atmosphere leads the ocean by two months, in winter season (Z500224

in JFM). It reflects the stochastic forcing of the ocean by the atmosphere, which is strongest during winter225

(Frankignoul and Hasselmann 1977; Kushnir 1994). When the ocean and atmosphere are in phase, or when226

the ocean leads by 1 to 2 months, the squared covariance is still large and significant and it also reflects227

the atmospheric forcing of the ocean. When the ocean leads by more than 2 month (lag ≥ 3), the squared228

covariance is much lower and less significant. However a weak maximum which is 10% to 5% significant is229

found for Z500 in NDJ, when SST leads by 5 to 8 months. It shows that the ocean has a significant impact230

onto the atmosphere in early winter, as found by (Czaja and Frankignoul 1999, 2002).231
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The same analysis in the IPSL-CM5 model (Fig. 2, left panel) shows comparable results, even if the232

squared covariances are 50% weaker and more significant. The strongest squared covariance is found when233

the atmosphere leads by two months for Z500 in JFM and FMA. When SST leads by more than 2 month234

(lag ≥ 3), IPSL-CM5 also shows a local maximum between lag 5 and 9 months, which is 5% significant for235

Z500 in DJF, JFM and FMA. Note that some significant squared covariances also appear when ocean leads236

by up to 10 month for the JAS Z500, but in the following, we will only focus on the cold season atmosphere.237

The generally higher significance in the model simulation may come from the longer time series used for238

the model simulation (500 yr) compared to observations (105 yr), as well as the uncertainties in the latter.239

The seasonality of the atmospheric response to the ocean is similar to that found in atmospheric GCM240

experiments forced by SST anomalies similar to the NAO-related tripole, which usually provide a strongest241

atmospheric signal in late winter (Peng et al. 2002; Deser et al. 2007; Cassou et al. 2007). The fact that the242

atmospheric response is only significant during late fall–early winter in the 20th century NCEP reanalysis243

may be related to a larger signal-to-noise ratio, as the atmospheric variability is weaker during this season244

than later in winter.245

Figure 3 presents the homogeneous and heterogeneous maps for Z500 and SST in IPSL-CM5, focusing on246

the winter atmospheric Z500 response (JFM) and lags ranging from -1 to 7 months, the lag being positive247

when the ocean leads. When the atmosphere leads the ocean (lag -1), the first MCA mode shows the NAO in248

its negative phase, and its influence onto the underlying SST. The NAO causes the apparition of the North249

Atlantic SST tripole, with SST anomalies of one polarity in the subpolar region and the eastern subtropical250

Atlantic, and the opposite polarity off the east coast of North America. When the ocean and atmosphere251

are in phase, the atmospheric influence onto the ocean dominates and the MCA results are similar to those252

when the atmosphere leads. The atmospheric forcing influence still contaminates the results for lag 1 and 2253

as three-month means are used for each season. Note that the second MCA mode (not shown), shows the254

influence of the EAP (EOF2 of Z500 in Fig. 1) onto the SST, anticyclonic Z500 anomalies over the North255

Atlantic Basin being associated with a tripole-like SST pattern shifted northward with large SST anomalies256

located between 45◦N and 50◦N, off the coast of Newfoundland.257

When the ocean leads the atmosphere by 3 months or more, the first MCA mode represents the oceanic258
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influence onto the atmosphere. The main pattern of co-variability describes a somewhat different SST259

anomaly, which leads a NAO-like Z500 signal. The SST pattern is characterized by a crescent shape warming260

with maximum amplitude in the subpolar basin, surrounding a cooling of the western Atlantic between Cape261

Hatteras and Newfoundland, thus forming a horseshoe pattern. The corresponding Z500 anomalies form a262

dipole, with positive Z500 anomalies over the subpolar basin, centered South of Iceland, weaker negative263

anomalies from Southern United States to the Iberian Peninsula, and a zero line going from Newfoundland264

to the British Island: the overall pattern resembling a negative NAO, slightly shifted southwards. In terms265

of amplitude, the ratio of the maximum Z500 anomalies over the maximum SST anomalies is of the order266

of 10 m K−1. Results for DJF or FMA are similar to those obtained for JFM (not shown).267

To compare the model with observations, the same analysis using the NCEP 20th century 500-hPa268

geopotential height and the HadISST-LIM SST is shown in Fig. 4. Here, we repeated the analysis of269

Czaja and Frankignoul (2002) but using longer reanalysis dataset to better take into account the likely SST270

modulation by the AMOC, albeit with a loss of accuracy since observations are sparser during the first half271

of the record. Note that the color scale in Fig. 4 is modified compared to Fig. 3, to better illustrate the SST272

patterns. Here, we show the atmosphere during early winter (NDJ), as this season corresponds to the most273

significant oceanic influence (see Fig. 2). Note that in Fig. 4, only the lags larger than 4 can truly show an274

impact of the SST, as three-month running means in HadISST-LIM are reconstructed from a linear temporal275

interpolation, and NDJ illustrated here is reconstructed from OND and JFM. The similarity between the276

spatial patterns of the SST and Z500 in the model and observations is remarkable in both lead and lag277

conditions. Nevertheless, when the atmosphere leads, the SST tripole has a more extended subtropical278

Atlantic pole in the observations. When the ocean leads, the observational results reveal a subpolar SST279

warming that is shifted westward compared to the model, and a stronger and southward shifted subtropical280

SST warming with another maximum off the coast of Senegal and Morocco. The differences are consistent281

with a systematic underestimation in IPSL-CM5 of the SST variability in the eastern tropical North Atlantic,282

off the coast of Africa. The observed SST variability in this region is enhanced by a wind-driven positive283

heat flux feedback in summer (Czaja et al. 2002). IPSL-CM5 may underestimate the amplitude of this284

mechanism, which might be linked to the poor representation of the wind in response to convection over285
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the African continent (Hourdin et al. 2012b). In terms of amplitude, the intensity of the observed response286

is of the order of 25 m K−1, therefore the model underestimates the atmospheric response. In both IPSL-287

CM5 and observations, as the NAH pattern broadly resembles the SST anomaly tripole, the SST anomalies288

tend to reinforce the atmospheric anomalies that contributed to their generation, thus acting as a positive289

feedback. In the following, NAH designates summer and fall SST anomalies leading the NAO, while SST-290

tripole designates the NAO simultaneous SST anomalies, even if both spatial pattern are simimar.291

The origin of the SST NAH pattern has not been fully investigated yet, although Czaja and Frankignoul292

(2002) showed that the intrinsic atmospheric variability generates SST anomalies similar to the NAH in293

summer. However, the oceanic variability may also exert an influence onto the SST anomalies, as discussed294

below.295

4. Origin of the oceanic influence296

a. Atlantic Meridional Overturning Circulation297

The AMOC could potentially influence the SST anomalies responsible for the atmospheric response, and298

thus have an influence onto the atmosphere at decadal and multidecadal time scales. The mean AMOC of299

IPSL-CM5 is shown in Fig. 5 (upper-left panel). The maximum value of the AMOC is of the order of 10300

Sv, which is linked to some well known deficiencies in the model wind speed and a cold bias in midlatitudes301

(see section 2.b). The AMOC has been shown to have an oscillating eigenmode in an adjoint version of the302

ocean-only model used in IPSL-CM5 (Sevellec and Fedorov 2012). Escudier et al. (2012) showed that in303

this IPSL-CM5 simulation, the oceanic variability has a significant 20 year cycle linked to propagation of304

temperature and salinity anomaly within the subpolar gyre, sharing some similarities with the eigenmode305

of Sevellec and Fedorov (2012), but modified and amplified by ocean-sea ice-atmosphere interactions in the306

Nordic Seas.307

The first EOF of the AMOC in IPSL-CM5 is shown in Fig. 5 (upper-right panel). It represents in this308

polarity an intensification and deepening of the mean AMOC, with maximum amplitude between 30◦N and309

60◦N. A spectrum of the PC1 of the AMOC (not shown) clearly shows a few significant peaks of variability310
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between 20 and 30 yr.311

In both model and observations, the AMO is defined by the mean North Atlantic SST between 10◦N and312

60◦N filtered with a 10 yr cut-off period to only retain the low frequency variability (Fig. 5, lower panels). The313

AMO patterns are similar, with a subpolar positive SST anomaly and a comma-shaped positive anomaly314

following the eastern subtropical gyre. However, the model AMO indicates a stronger warming in the315

subpolar North Atlantic, while in the subtropics the model SST anomaly is shifted northward compared to316

observations. The AMO in IPSL-CM5 has weak negative SST anomalies at the sea-ice edge in the Nordic317

seas and between Iceland and Greenland, which reflect the role of the East Greenland Current in driving the318

AMOC and the AMO (Escudier et al. 2012). The cooling of the western subtropical Atlantic is also weaker319

than observed.320

The SST signal following an AMOC intensification in the model is illustrated by a regression of the SST321

onto the normalized first PC of the AMOC as a function of time lag (Fig. 6), for summer (JAS) and fall322

(OND). Very similar anomalies are obtained in the other seasons. Here and in the following, the significance323

level for each grid point is established by Monte Carlo analysis, with 100 random permutations of the SST324

by blocks of 3 years. In phase, the AMOC intensification is related to a cold subpolar basin and a warm325

subtropical North Atlantic, in particular off the coast of North America. The subpolar basin south of Iceland,326

where deep convection occurs in the model, is cold in part due to the mixing of the surface and deep waters327

which took place a few years before the AMOC intensification. As shown in Eden and Willebrand (2001);328

Deshayes and Frankignoul (2008); Gastineau and Frankignoul (2011), most models show a negative AMOC329

anomaly in the subpolar regions and a positive one in the subtropics as a fast response to a positive NAO,330

consistent with the anomalous Ekman pumping and the deep return flow driven by the NAO surface wind331

stress. The NAO also causes the apparition of the North Atlantic SST tripole, through the modification of the332

surface heat fluxes (see Figs. 3 and 4). After an AMOC intensification, the poleward heat transport increases333

and a strong warming develops in the subpolar basin. The positive SST anomalies are first located in the334

North Atlantic current region, then propagate into the subpolar region by lag 3, expanding and intensifying335

until they reach a maximum at 9 yr lag. At the same time, the warming spreads in the subtropical gyre336

while cooling occurs in the Gulf Stream region, so that the SST anomaly forms a comma-shaped pattern in337

13



the North Atlantic. The similarity between the AMOC-induced SST and the AMO in the model is striking338

(compare lower-left panel of Fig. 5 and the lower panels of Fig. 6), as in most climate models (Knight et al.339

2005; Msadek and Frankignoul 2009), even if the lag between the AMOC and AMO is model dependent340

(Marini and Frankignoul 2012).341

The AMOC-induced SSTs also have strong similarities with the NAH pattern found in the MCA (compare342

with Fig. 3, lag 6 or 7). In Fig. 7, we computed the spatial correlation between the SSTs regressed onto343

AMOC-PC1 at different lags in years and the SST NAH pattern, which is given by the homogeneous SST344

map in Fig. 3 when the SST leads the JFM negative NAO by 3 months (SST in OND) and 6 months (SST in345

JAS). The significance of the spatial correlations are based on the 5% and 10% strongest spatial correlations346

obtained in an ensemble of 200 randomly scrambled AMOC time series, using blocks of 3 years to account347

for autocorrelation.348

In summer (JAS, Fig. 7, upper-left panel), the SST patterns have a broad and significant positive spatial349

correlation, which reaches its maximum 9 yr after the AMOC in summer (JAS), while a weaker negative350

correlation is found in phase. The negative in phase correlation is due to the NAO simultaneously influencing351

the SST and the AMOC, as a negative phase of the NAO causes tripolar SST anomalies that have similarities352

with the NAH, while it weakly decreases the AMOC (Gastineau and Frankignoul 2011). On the other353

hand, as shown in Fig. 6, the SST is progressively modulated by the currents associated with an AMOC354

intensification until the SST anomaly reaches the horseshoe-shape at lag 6 to 13 years that can optimally355

force an atmospheric signal. In fall (OND, Fig. 7, lower-left panel), a larger negative correlation is obtained356

in phase, as the NAO is more active during this season. A weakly significant positive correlation is still357

obtained when the AMOC leads by 11 yr, which indicates a weaker but statistically significant AMOC358

influence onto the NAH.359

The cold-season atmospheric response to the AMOC has been discussed in Gastineau and Frankignoul360

(2011), who showed that it was most significant when the AMOC leads by 9 yr in IPSL-CM5, with a negative361

phase of the NAO following an AMOC intensification. The pathways of the winter atmospheric response to362

the AMOC in IPSL-CM5 are presented for lag 9 in Fig. 8, with the regressions onto the normalized AMOC-363

PC1 of the winter (JFM) SST, heat flux, 850-hPa maximum Eady growth rate and 500-hPa transient eddy364
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activity. Note that the storm track intensity is calculated from daily outputs.365

The SST anomalies in the North Atlantic modify the heat exchanges between the ocean and the atmo-366

sphere, the atmosphere acting as a negative feedback that damps the SST anomalies as in Frankignoul and367

Kestenare (2002) and Park et al. (2005). This increases the upward heat flux in the southern subpolar basin,368

where the SST anomalies are the largest, and decreases it further north. In the Gulf Stream/North Atlantic369

Current region where the climatological heat flux is maximum, the heat flux decreases to the north and370

increases to the south, thus shifting the ocean forcing southward. These changes contribute to the decrease371

of the storm track intensity and shift the storm track southward, as shown by the maximum Eady growth372

rate at 850-hPa (Fig. 8, lower-left panel) and the 500-hPa geopotential height standard deviation (Fig. 8,373

lower-right panel), leading to a negative NAO phase. We suspect that it is the reduction (amplification)374

of meridional SST gradient in southern (northern) subpolar region, together with the southward shift in375

the Gulf Stream/North Atlantic Current region, which causes the overall decrease of the storm track and376

the negative NAO response. The signal is similar in IPSL-CM4, which was illustrated in Gastineau and377

Frankignoul (2011), but the atmospheric response is stronger and more significant in IPSL-CM5.378

b. Atlantic Gyre Circulation379

The mean gyre circulation of IPSL-CM5 shows a clockwise subtropical gyre centered at 30◦N, and a380

counterclockwise subpolar gyre centered at 55◦N (not shown). The circulation within the subtropical gyre381

reaches 35 Sv, which is comparable to observational estimates (Schott et al. 1988). The first two EOFs of382

the barotropic streamfunction are shown in Fig. 9, positive values indicating clockwise circulation. The first383

EOF indicates a modulation of the gyre circulation magnitude, that represents 26% of the variance. Escudier384

et al. (2012) showed that the modulation of the gyre intensity is influenced by the 20-yr oceanic cycle, which385

also influences the AMOC. The modulation of the gyre intensity is therefore difficult to distinguish from386

the AMOC variability, as causes and effects are not easily separable, and it is not considered further. The387

second EOF (21%) shows a large clockwise gyre shifted northward compared the mean subtropical gyre,388

often called the intergyre gyre, that extends northward up to the Labrador Sea in the eastern subpolar389

region. It is driven by the NAO, with a high simultaneous correlation between yearly values (r = 0.65), a390
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positive NAO causing an IGG intensification.391

The influence of the intergyre gyre on the SST is calculated by regressing the SST onto PC2 time series,392

hereafter called IGG (intergyre gyre) index (Fig. 10). The simultaneous regression map reflects that the393

IGG is forced by the NAO, which also generates the SST tripole, with a polarity opposite to that shown in394

Fig. 3. After a delay of about 3 years, warm SST anomalies appear in subpolar basin, together with a tongue395

of warm SSTs from Spain to the center of the Atlantic Ocean. The strongest SST anomalies appears after396

6 years and then slowly decrease. Figure 10 shows that the SST anomalies driven by, or at least following397

an IGG intensification also share some similarities with the NAH, even if they are weaker than the SST398

anomalies associated with the AMOC.399

The spatial correlation between the SST regression onto the IGG and the NAH is illustrated in Fig.7.400

As noted before, the simultaneous correlation reflects that a positive NAO causes a NAH-like SST, with a401

negative polarity using our conventions. When the IGG leads, it primarily reflects its modulation of the402

SST, with a pattern that has a significant maximum spatial correlation with the NAH after 4 to 7 years,403

during JAS and OND. An intensification of the IGG is thus followed by the NAH, which drives a negative404

phase of the NAO. In IPSL-CM5, the IGG thus exerts a negative feedback onto the NAO variability, as405

found in Czaja et al. (2002); Bellucci et al. (2008).406

c. Atmospheric stochastic variability407

The atmosphere is also capable of creating horseshoe SST anomalies, as discussed in Czaja and Frankig-408

noul (2002). Summer is the season when the NAH is shown to precede the winter NAO with the best409

significance (see Figs. 3 and 4). Figure 11 shows the second MCA mode for IPSL-CM5 when the atmosphere410

leads the ocean by one month during the summer. The second mode provides the best spatial correlation411

(0.79) between the SST induced by the atmosphere and the NAH pattern in JJA. It illustrates the atmo-412

spheric forcing of a SST similar to the NAH by a dipolar Z500 anomaly, whose largest pole is over the413

subpolar gyre, so that it somewhat resembles the EAP, or a southward-shifted summer NAO. Note that414

the first MCA mode, which represents 45% of the squared covariance fraction, show the influence of the415

NAO, shifted northward, which forces a northward shifted SST-tripole with a large anomaly off the coast of416
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Newfoundland (not shown).417

A similar influence of the atmosphere onto the summer SST is present in the observations, as seen in418

Fig. 12. The largest spatial correlation between the SST forced by the atmosphere and the NAH SST419

pattern in MJJ is found for the first MCA mode (r=0.78) between the SST in MJJ and Z500 in AMJ, with420

the atmospheric pattern resembling the spring NAO of Barston and Lizevey (1987), which differs from the421

summer NAO described by Folland et al. (2009). The second mode shows a weaker spatial correlation with422

the NAH SST (r=0.46) and has a weaker squared covariance fraction (22%).423

The air-sea interactions in the model are thus realistic, even if the model atmospheric pattern responsible424

for the NAH SST anomalies are somewhat different. In IPSL-CM5, the EAP is the main driver of the NAH425

in summer, while it is more similar to the NAO in observations. The influence of the atmosphere onto the426

subtropical region off Senegal is also underestimated and located too far north in IPSL-CM5, consistent with427

the MCA results (compare Figs. 12 and 11).428

In summary, both the spring–early summer atmosphere and the ocean dynamics can lead to horseshoe-429

like SST anomalies in the North Atlantic, which drive an atmospheric response. In the following section, we430

compare these effects.431

d. Comparison of the effects of the atmosphere, AMOC and IGG432

In order to characterize the time evolution of the NAH pattern, we choose the summer SST time series433

of the first MCA mode at lag 6 when ocean leads (see Figs. 3 and 4), but any projection of the SST on the434

NAH pattern would provide similar results. The temporal correlations between the NAH time series and (1)435

the yearly low-pass filtered AMO, (2) the yearly AMOC and gyre indices, when known, (3) the atmospheric436

variability in spring–early summer, are shown in Fig. 13. The AMOC is represented by AMOC-PC1 and437

the intergyre gyre variability by the IGG time series. The spring–early summer atmospheric variability is438

represented by the time series associated with the atmosphere in the MCA, when the atmosphere lead the439

ocean by 1 month during spring–early summer. It corresponds to the atmospheric patterns shown in Figs. 11440

and 12. The statistical significance of the correlations is computed with a student t-test, and the number of441

degrees of freedom is estimated as in Bretherton et al. (1999), except for the AMO, where the time series are442
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sampled at half the filter cut-off period before estimating the number of degrees of freedom as in Bretherton443

et al. (1999).444

In IPSL-CM5 (Fig. 13, upper-left), the NAH is clearly related to the AMO, with a maximum correlation445

when in phase, consistent with the similarity in their spatial pattern, but showing that the NAH and the446

AMO have similar low-frequency variability. The observations (Fig. 13, upper-right) show a similar positive447

and even more persistent correlation between the NAH and the AMO. On the other hand, the spring/summer448

atmospheric variability only shows a significant positive correlation when in phase with the NAH, similar in449

the model (r = 0.46) and observations (r = 0.42). Since there are no significant lagged correlations when450

NAH lags, the NAH driven by the atmosphere has limited persistence and behaves as a white noise.451

When in phase, the AMOC in IPSL-CM5 has a negative correlation with the NAH (Fig. 13, lower-left).452

Indeed, the atmospheric forcing directly influences both the NAH and the AMOC, as a positive NAO causes a453

NAH with a negative polarity with our convention, and also weakly enhances the AMOC. A stronger positive454

correlation is also found when the AMOC leads the NAH, peaking at a lag of about 9 yr. The correlation455

between the AMOC and the NAH remains significant from lag 5 to lag 13, reflecting a rather low-frequency456

influence. Since the NAH influences the NAO, this confirms that the low-frequency variability of the AMOC457

has an impact onto the atmosphere, as shown by Gastineau and Frankignoul (2011). A significant negative458

correlation is also seen when the AMOC leads the NAH by about 20 years, reflecting the change of phase459

associated with the strong 20-yr cycle of the AMOC.460

The IGG index also shows significant links with the NAH in IPSL-CM5, with a negative correlation while461

in phase and positive correlation when the IGG leads by a time lag between 4 and 9 years. There is also a462

significant negative correlation when the IGG leads by 15-23 years, which presumably also reflects the 20-yr463

periodicity that is seen in many oceanic variables in IPSL-CM5 (Escudier et al. 2012). To briefly document464

the links between the IGG and the AMOC, Figure 13 (lower-right) shows the temporal correlation between465

AMOC-PC1 and IGG. The IGG precedes the AMOC by 3 to 11 years, which is consistent with the 5-yr lag466

between the subpolar influence on the IGG and the AMOC discussed in Escudier et al. (2012). No significant467

correlation is found when the AMOC leads, so that the delayed effects onto the NAH of the AMOC (lag 9)468

and that of IGG (lag 5) are well distinct. Since the lag correlation with the AMOC is substantially larger469
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than with the IGG, the AMOC seems to be the dominant driver of the NAH.470

5. Discussion and conclusion471

The ocean-atmosphere coupling in the North Atlantic region is investigated in the IPSL-CM5 model and472

observations with a MCA between the SST and the 500-hPa geopotential height. The model results are473

compared to observations of the 20th century, after the global warming pattern is removed using a linear474

inverse modeling method. In both model and observations, the main patterns of covariability are given by475

the NAO and the SST tripole when the atmosphere leads, and by similar NAH SST pattern and a NAO-like476

pattern when the ocean leads. The SST influence is twice weaker in IPSL-CM5, but it is significant during477

the whole cold season, while the SST influence is only detected during early winter for the observations,478

which may, in part, reflects the longer sample in the model and the observational uncertainties. Both in479

IPSL-CM5 and the observations, the SST anomalies exert a positive feedback on the NAO variability since480

the tripole and the NAH patterns are rather similar. The NAH pattern in the observation has been related481

to the stochastic variability of the atmosphere during summer (Czaja and Frankignoul 2002). Here, we show482

that the NAH pattern also has a significant decadal and multidecadal variability, which is closely related to483

the AMO.484

In the IPSL-CM5 model, an AMOC intensification causes an increase of the northward oceanic heat485

transport, which warms the temperatures in the North Atlantic region. Therefore, the AMOC, which486

largely drives the AMO, is also a driver of the NAH, the AMOC leading both the NAH and the AMO by487

9 yr. As the summer NAH is followed in winter by an atmospheric response resembling a negative NAO488

phase, the AMOC-induced warming has a significant impact on the winter NAO activity, favoring a negative489

NAO state as found by Gastineau and Frankignoul (2011). The AMOC was also found to be a main driver490

of the AMO in other climate models (e.g. Knight et al. 2005; Danabasoglu 2008; Marini and Frankignoul491

2012). Therefore, we suggest a possible influence of the AMOC onto the NAH and NAO during the 20th492

century, although no direct AMOC observations are available to verify such link. Since the AMOC may be493

predictable up to a decade ahead (Collins et al. 2006), the AMOC influence onto the NAO implies a potential494

19



decadal predictability of the NAO. This may explain the predictability found over the North Atlantic region495

in the decadal forecast experiments (Pohlmann et al. 2006; Keenlyside et al. 2008; Teng et al. 2011).496

The AMOC is a two dimensional view of a more complex three dimensional oceanic circulation, and the497

meridional overturning is not the only process that influences the NAH even though it appears to be the498

dominant one. In IPSL-CM5, an intergyre gyre that is forced by the NAO also explains part of the NAH499

SST anomalies, similarly to the studies of Czaja and Marshall (2001); Bellucci et al. (2008). Interestingly,500

the intergyre gyre leads to a delayed damping of the SST anomalies that are directly generated by the NAO,501

with a delay of 4 to 9 years, which is consistent with the time scale of Rossby wave propagation through the502

Atlantic Basin. The water-mass pathways and their influence on SST need further investigations to reveal503

the processes involved in the AMOC and gyre circulation and their links.504

The role of sea ice in the coupling between ocean and atmosphere was not discussed. Previous studies505

suggest that sea ice variability acts as a negative feedback on the NAO, as the sea-ice anomaly pattern506

driven by a positive NAO tends to generate a negative NAO-like atmospheric response (Magnusdottir et al.507

2004; Deser et al. 2007; Strong et al. 2009). As the sea-ice extension is too large is IPSL-CM5 (Dufresne508

et al. 2012), the sea-ice variations take place in unrealistic locations and their impact should be different.509

Gastineau and Frankignoul (2011) suggested that the AMOC primarily influences the atmosphere in the510

model via SST changes, not sea-ice changes, but the issue requires further studies.511

The IPSL-CM5 simulation presented in this study uses a low resolution. Chelton and Xie (2010) have512

shown that low-resolution atmospheric GCMs strongly underestimate the ocean-atmosphere coupling due513

to the poor representation of SST fronts and their impact onto the atmosphere. This may explain in part514

the low sensitivity of the model response compared to the observations. A better understanding of the515

ocean-atmosphere interactions will be needed as the resolution of the models increases.516
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APPENDIX517

The removal of ENSO from North Atlantic SST and geopotential518

height519

The variability of ENSO is assessed using the first two PCs of the SST in the equatorial Pacific Ocean520

(12.5◦S-12.5◦N, 100◦E-80◦W). The first (second) modes represent between 62% and 66% (7% and 11%)521

of the total variance depending on the season. The ENSO variability is rather low in IPSL-CM5, with522

an incorrect phase locking of the ENSO variability to the annual cycle, even if its frequency spectrum is523

relatively similar to that of the observations (Kamala et al. 2012).524

Here, the relations between ENSO and the North Atlantic variability are assessed using simultaneous525

regressions of the SST (K) and Z500 (m) onto the first normalized PC of the Equatorial Pacific SST. In526

observations (Fig. 14), the main ENSO effect is to shift the subtropical jets equatorwards during El Niño527

phase, thereby inducing the same SST anomalies as a negative NAO in the Atlantic subtropical domain528

(Seager et al. 2003), while the subpolar North Atlantic SST anomalies are much weaker and not significant.529

In IPSL-CM5 (Fig. 15), the subtropical SST anomalies in response to ENSO are weaker, which is consistent530

with an underestimation of the SST variability off the coast of Africa. A positive phase of ENSO (El Niño)531

also tends to warm the subpolar gyre, and the overall SST pattern is similar to the SST tripole associated532

to a negative NAO. This is consistent with the AMO (see Fig. 5, lower panels), that shows a link between533

the North Atlantic subpolar region and the equatorial Pacific Ocean in IPSL-CM5, but not for HadISST-534

LIM. This might be related to the incorrect phase locking of ENSO, which was demonstrated to alter the535

teleconnection with the Equatorial Pacific (Kamala et al. 2012).536

The winter Z500 related to ENSO SST anomalies has strong anomalies over North America, as the Pacific-537

North American pattern is strongly modulated by ENSO. Over the North Atlantic the Z500 anomalies are538

roughly similar to the NAO, an El Niño phase causing a negative phase of the NAO in both model and539

observation as in Alexander and Scott (2002). The anomalies are also similar to those of OrtizBeviá et al.540

(2010), but the strong non-linearity of the ENSO teleconnections is neglected in this study.541
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In both the model and observations, ENSO has an impact onto SST and Z500 similar to the local influence542

of SST anomalies (compare Figs. 14 and 15 with Figs. 3 and 4, for lags larger than 3 and 4 months). Unlike543

in the observations of Frankignoul and Kestenare (2005), the removal of ENSO turned out to reduce the544

statistical significance of squared covariance and correlation of the first MCA mode when the ocean leads545

compared to other studies Czaja and Frankignoul (1999, 2002), where ENSO was not removed from the546

SST and Z500. For example, when ENSO is not removed in observations, the squared covariance of the first547

MCA mode is 5% significant up to lag 6 months when the ocean leads for the FMA atmosphere, while the548

statistical significance is similar for the NDJ atmosphere.549
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Fig. 1. First two EOFs, in m, of the winter (JFM) 500-hPa geopotential height (Z500) in IPSL-CM5. The

variance fraction is indicated in parentheses.
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Fig. 2. Squared covariance (SC) of the first MCA mode between the North Atlantic SST and Z500 anomalies,

for (left panel) IPSL-CM5 and (right panel) NCEP 20th century and HadISST-LIM observations. Units are

106 m2 K2. The grey shades indicate the significance of the SC.
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Fig. 3. Heterogeneous (or homogeneous) Z500 (m) in JFM and homogeneous (or heterogeneous) SST (K)

covariance maps, for the first MCA mode, in IPSL-CM5. The atmosphere is shown at JFM, the lag (L), in

month, is positive when the ocean leads. When the atmosphere leads or in phase, the homogeneous Z500

and heterogeneous SST are shown. When the ocean leads, the heterogeneous Z500 and homogeneous SST

are shown. The squared covariance (SC) in 106 m2 K2, the correlation (R) and their respective significance

in % are indicated above each panel. The squared covariance fraction (SCF) is also indicated. Note that the

contour interval is different for the homogeneous (10 m) and heterogeneous (2 m) Z500 maps. SST anomalies

all uses the color bar.
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Fig. 4. Same as Fig. 3, but for the NCEP 20th century reanalysis and HadSST-LIM, for Z500 in NDJ.
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AMO   IPSL-CM5 AMO   HadISST-LIM

Mean AMOC IPSL-CM5 AMOC EOF1 (46.0%) IPSL-CM5

Fig. 5. (Upper panels) Mean and first EOF of the AMOC, in Sv, in IPSL-CM5. The variance fraction of

the first EOF is given in parentheses. (Lower panels) AMO defined by the regression of the 10-yr low pass

filtered mean Atlantic SST over 10◦N-60◦N onto the SST, in IPSL-CM5 and in HadISST-LIM. The same

color scale is used for model and observations in the lower panels.
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Fig. 6. SST (in K) regression onto normalized AMOC-PC1 in IPSL-CM5, for (left panel) summer (JAS)

and (right panel) fall (OND). The lag (in year) is positive when AMOC-PC1 leads. The thick black lines

indicate the 5% significance, given by Monte Carlo analysis.
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10% s ignificance

Fig. 7. Spatial correlation between the NAH pattern and the lagged SST regression onto normalized yearly

AMOC-PC1 (left panel) and the intergyre gyre index (IGG, right panel), in IPSL-CM5, for (upper panel)

JAS and (lower panel) OND. The lag (in year) is positive when AMOC-PC1 or IGG leads. The dashed lines

indicate the 5% and 10% significance, given by spatial correlations from an ensemble of randomly scrambled

AMOC-PC1 and IGG time series.
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Fig. 8. Atmospheric response to the AMOC in IPSL-CM5, during winter (JFM), when the AMOC-PC1

leads by 9 years. (Upper-left panel) SST (K) regression onto normalized AMOC-PC1. (Upper-right panel)

Total heat flux Q (W m−1) regression onto normalized AMOC-PC1, positive upward. (Lower-left panel)

Maximum Eady growth rate at 850-hPa, σBI , regressed onto normalized AMOC-PC1, in day−1. (Lower-

right panel) Storm track activity, in m, shown by the pass-band (2.2-5 days) standard deviation of the

500-hPa geopotential height, z′2
500

, regressed onto normalized AMOC-PC1. Thick black lines show the 5%

significance. The mean climatological Q, z′2
500

and σBI are shown with thick red contours using 100 W m−1

for Q, 20 m for z′2
500

, 0.5 and 0.8 day−1 for σBI as contour interval. Note that all red contours are positive.
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Fig. 9. First two EOFs of the yearly barotropic streamfunction, in Sv, in IPSL-CM5. Positive values

indicate clockwise circulation. The variance fraction is indicated in the top.
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Fig. 10. SST (in K) regression onto the normalized intergyre gyre index (IGG) in IPSL-CM5, for (left

panel) summer, JAS, and (right panel) fall, OND. The lag (in year) is positive when IGG leads. The thick

black lines indicate the 5% significance, given by Monte Carlo analysis.
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Fig. 11. Homogeneous Z500 (in m) and heterogeneous SST (in K) of the second MCA mode, when the

summer (JAS) atmosphere leads the ocean by one month (L= −1), for IPSL-CM5. The squared covariance

(SC) in 106 m2 K2, the correlation (R), their respective significance in %, and the squared covariance fraction

(SCF) are indicated in the top. The color bar refers to SST.
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Fig. 12. Same as Fig. 11, but for the first MCA mode, and for the spring–early summer atmosphere (MJJ),

in NCEP 20th century and HadISST-LIM.
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Fig. 13. (Upper panel) Temporal correlation between the NAH and the atmospheric forcing, and AMO

in (left panel) IPSL-CM5 and (right panel) 20th century NCEP reanalysis and HadISST-LIM. (Lower-left

panel) Temporal correlation between the NAH and the PC1 of the yearly AMOC (AMOC-PC1) and the

intergyre gyre index (IGG) in IPSL-CM5. (Lower-right panel) Temporal correlation between the AMOC-

PC1 and the intergyre gyre index (IGG) in IPSL-CM5. The lag is positive (negative) when the NAH lags

(leads), except for lower-right panel where it is positive (negative) when the IGG lags (leads). The 5%

significance of the correlation for each variable is given with dashed lines.
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Fig. 14. Regression of the JFM (left panel) SST, in K, and (right panel) Z500, in m, onto the normalized

ENSO index, in NCEP 20th century and HadISST-LIM. The ENSO index is the PC1 of the JFM SST in the

Equatorial Pacific. The color shades are suppressed when the significance, given by Monte Carlo analysis,

is above 5%.
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Fig. 15. Same as Fig. 14, but for IPSL-CM5 during JFM.
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